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The work cited by the Nobel committee was done jointly with the late Amos
Tversky (1937–1996) during a long and unusually close collaboration.
Together, we explored the psychology of intuitive beliefs and choices and ex-
amined their bounded rationality. This essay presents a current perspective
on the three major topics of our joint work: heuristics of judgment, risky
choice, and framing effects. In all three domains we studied intuitions –
thoughts and preferences that come to mind quickly and without much re-
flection. I review the older research and some recent developments in light of
two ideas that have become central to social-cognitive psychology in the in-
tervening decades: the notion that thoughts differ in a dimension of accessi-
bility – some come to mind much more easily than others – and the distinc-
tion between intuitive and deliberate thought processes.

Section 1 distinguishes two generic modes of cognitive function: an intui-
tive mode in which judgments and decisions are made automatically and
rapidly, and a controlled mode, which is deliberate and slower. Section 2 de-
scribes the factors that determine the relative accessibility of different judg-
ments and responses. Section 3 explains framing effects in terms of differen-
tial salience and accessibility. Section 4 relates prospect theory to the general
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proposition that changes and differences are more accessible than absolute
values. Section 5 reviews an attribute substitution model of heuristic judg-
ment. Section 6 describes a particular family of heuristics, called prototype
heuristics. Section 7 concludes with a review of the argument.

1. INTUITION AND ACCESSIBILITY

From its earliest days, the research that Tversky and I conducted was guided
by the idea that intuitive judgments occupy a position – perhaps correspond-
ing to evolutionary history – between the automatic operations of perception
and the deliberate operations of reasoning. Our first joint article examined
systematic errors in the casual statistical judgments of statistically sophisticat-
ed researchers (Tversky & Kahneman, 1971). Remarkably, the intuitive judg-
ments of these experts did not conform to statistical principles with which
they were thoroughly familiar. In particular, their intuitive statistical infer-
ences and their estimates of statistical power showed a striking lack of sensi-
tivity to the effects of sample size. We were impressed by the persistence of dis-
crepancies between statistical intuition and statistical knowledge, which we
observed both in ourselves and in our colleagues. We were also impressed by
the fact that significant research decisions, such as the choice of sample size
for an experiment, are routinely guided by the flawed intuitions of people
who know better. In the terminology that became accepted much later, we
held a two-system view, which distinguished intuition from reasoning. Our re-
search focused on errors of intuition, which we studied both for their intrin-
sic interest and for their value as diagnostic indicators of cognitive mecha-
nisms.

The two-system view
The distinction between intuition and reasoning has been a topic of consid-
erable interest in the intervening decades (among many others, see Epstein,
1994; Hammond, 1996; Jacoby, 1981, 1996; and numerous models collected
by Chaiken & Trope, 1999; for comprehensive reviews of intuition, see
Hogarth, 2002; Myers, 2002). In particular, the differences between the two
modes of thought have been invoked in attempts to organize seemingly con-
tradictory results in studies of judgment under uncertainty (Kahneman &
Frederick, 2002; Sloman, 1996, 2002; Stanovich, 1999; Stanovich & West,
2002). There is considerable agreement on the characteristics that distin-
guish the two types of cognitive processes, which Stanovich and West (2000)
labeled System 1 and System 2. The scheme shown in Figure 1 summarizes
these characteristics: The operations of System 1 are fast, automatic, effort-
less, associative, and difficult to control or modify. The operations of System
2 are slower, serial, effortful, and deliberately controlled; they are also rela-
tively flexible and potentially rule-governed. As indicated in Figure 1, the op-
erating characteristics of System 1 are similar to the features of perceptual
processes. On the other hand, as Figure 1 also shows, the operations of
System 1, like those of System 2, are not restricted to the processing of cur-
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rent stimulation. Intuitive judgments deal with concepts as well as with per-
cepts, and can be evoked by language.

In the model that will be presented here, the perceptual system and the in-
tuitive operations of System 1 generate impressions of the attributes of objects
of perception and thought. These impressions are not voluntary and need
not be verbally explicit. In contrast, judgments are always explicit and inten-
tional, whether or not they are overtly expressed. Thus, System 2 is involved
in all judgments, whether they originate in impressions or in deliberate rea-
soning. The label ‘intuitive’ is applied to judgments that directly reflect im-
pressions. As in several other dual-process models, one of the functions of
System 2 is to monitor the quality of both mental operations and overt be-
havior (Gilbert, 2002; Stanovich & West, 2002). In the anthropomorphic
terms that will be used here, the explicit judgments that people make
(whether overt or not) are endorsed, at least passively, by System 2.
Kahneman and Frederick (2002) suggested that the monitoring is normally
quite lax, and allows many intuitive judgments to be expressed, including
some that are erroneous.

Shane Frederick (personal communication, April 2003) has used simple
puzzles to study cognitive self-monitoring, as in the following example: “A bat
and a ball cost $1.10 in total. The bat costs $1 more than the ball. How much
does the ball cost?” Almost everyone reports an initial tendency to answer “10
cents” because the sum $1.10 separates naturally into $1 and 10 cents, and 10
cents is about the right magnitude. Frederick found that many intelligent
people yield to this immediate impulse: 50% (47/93) of Princeton students,
and 56% (164/293) of students at the University of Michigan gave the wrong
answer. Clearly, these respondents offered a response without checking it.
The surprisingly high rate of errors in this easy problem illustrates how light-
ly the output of System 1 is monitored by System 2: people are not accus-
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tomed to thinking hard, and are often content to trust a plausible judgment
that quickly comes to mind. Remarkably, errors in this puzzle and in others of
the same type were significant predictors of relative indifference to delayed
rewards (high discount rates), and of cheating.

The accessibility dimension
The core concept of the present analysis of intuitive judgments and prefer-
ences is accessibility – the ease with which particular mental contents come to
mind (Higgins, 1996). A defining property of intuitive thoughts is that they
come to mind spontaneously, like percepts. To understand intuition, then, we
must understand why some thoughts are accessible and others are not. The
concept of accessibility is applied more broadly in this treatment than in com-
mon usage. Category labels, descriptive dimensions (attributes, traits), values
of dimensions, all can be described as more or less accessible, for a given in-
dividual exposed to a given situation at a particular moment. 

For an illustration of differential accessibility, consider Figures 2a and 2b.
As we look at the object in Figure 2a, we have immediate impressions of the
height of the tower, the area of the top block, and perhaps the volume of the
tower. Translating these impressions into units of height or volume requires a
deliberate operation, but the impressions themselves are highly accessible.
For other attributes, no perceptual impression exists. For example, the total
area that the blocks would cover if the tower were dismantled is not percep-
tually accessible, though it can be estimated by a deliberate procedure, such
as multiplying the area of a block by the number of blocks. Of course, the sit-
uation is reversed with Figure 2b. Now the blocks are laid out and an impres-
sion of total area is immediately accessible, but the height of the tower that
could be constructed with these blocks is not.

Some relational properties are accessible. Thus, it is obvious at a glance

Figure 2a. Figure 2b. Figure 2c.
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that Figures 2a and 2c are different, but also that they are more similar to
each other than either is to Figure 2b. And some statistical properties of en-
sembles are accessible, while others are not. For an example, consider the
question “What is the average length of the lines in Figure 3?” This question
is easy. When a set of objects of the same general kind is presented to an ob-
server – whether simultaneously or successively – a representation of the set is
computed automatically, which includes quite precise information about the
average (Ariely, 2001; Chong & Treisman, in press). The representation of
the prototype is highly accessible, and it has the character of a percept: we
form an impression of the typical line without choosing to do so. The only
role for System 2 in this task is to map this impression of typical length onto
the appropriate scale. In contrast, the answer to the question “What is the to-
tal length of the lines in the display?” does not come to mind without consid-
erable effort.

These perceptual examples serve to establish a dimension of accessibility.
At one end of this dimension we find operations that have the characteristics
of perception and of the intuitive System 1: they are rapid, automatic, and ef-
fortless. At the other end are slow, serial and effortful operations that people
need a special reason to undertake. Accessibility is a continuum, not a di-
chotomy, and some effortful operations demand more effort than others.
The acquisition of skill selectively increases the accessibility of useful re-
sponses and of productive ways to organize information. The master chess
player does not see the same board as the novice, and the skill of visualizing
the tower that could be built from an array of blocks could surely be im-
proved by prolonged practice. 

Determinants of accessibility
As it is used here, the concept of accessibility subsumes the notions of stimu-
lus salience, selective attention, and response activation or priming. The dif-
ferent aspects and elements of a situation, the different objects in a scene,
and the different attributes of an object – all can be more or less accessible.
What becomes accessible in any particular situation is mainly determined,

Figure 3.
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of course, by the actual properties of the object of judgment: it is easier to
see a tower in Figure 2a than in Figure 2b, because the tower in the latter is
only virtual. Physical salience also determines accessibility: if a large green
letter and a small blue letter are shown at the same time, ‘green’ will come
to mind first. However, salience can be overcome by deliberate attention: an
instruction to look for the smaller letter will enhance the accessibility of all
its features. Motivationally relevant and emotionally arousing stimuli spon-
taneously attract attention. All the features of an arousing stimulus become
accessible, including those that are not linked to its motivational or emo-
tional significance. This fact is known, of course, to the designers of bill-
boards.

The perceptual effects of salience and of spontaneous and voluntary at-
tention have counterparts in the processing of more abstract stimuli. For ex-
ample, the statements ‘Team A beat team B’ and ‘Team B lost to team A’ con-
vey the same information. Because each sentence draws attention to its
subject, however, the two versions make different thoughts accessible.
Accessibility also reflects temporary states of priming and associative activa-
tion, as well as enduring operating characteristics of the perceptual and cog-
nitive systems. For example, the mention of a familiar social category tem-
porarily increases the accessibility of the traits associated with the category
stereotype, as indicated by a lowered threshold for recognizing manifesta-
tions of these traits (Higgins, 1996; for a review, see Fiske, 1998). And the
“hot” states of high emotional and motivational arousal greatly increase the
accessibility of thoughts that relate to the immediate emotion and current
needs, and reduce the accessibility of other thoughts (George Loewenstein,
1996).

Some attributes, which Tversky and Kahneman (1983) called natural as-
sessments, are routinely and automatically registered by the perceptual system
or by System 1, without intention or effort. Kahneman and Frederick (2002)
compiled a list of natural assessments, with no claim to completeness. In ad-
dition to physical properties such as size, distance and loudness, the list in-
cludes more abstract properties such as similarity (e.g., Tversky & Kahneman,
1983), causal propensity (Kahneman & Varey, 1990; Heider, 1944; Michotte,
1963), surprisingness (Kahneman & Miller, 1986), affective valence (e.g.,
Bargh, 1997; Cacioppo, Priester, & Berntson, 1993; Kahneman, Ritov, &
Schkade, 1999; Slovic, Finucane, Peters, & MacGregor, 2002; Zajonc, 1980),
and mood (Schwarz & Clore, 1983). Accessibility itself is a natural assessment
– the routine evaluation of cognitive fluency in perception and memory (e.g.,
Jacoby & Dallas, 1981; Johnson, Dark, & Jacoby, 1985; Schwarz & Vaughn,
2002; Tversky & Kahneman, 1973).1

1 The availability heuristic is based on an assessment of accessibility, in which frequencies or prob-
abilities are judged by the ease with which instances come to mind. Tversky and I were responsib-
le for this terminological confusion (Tversky and Kahneman, 1973).
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Figure 4 illustrates the effect of context on accessibility. An ambiguous
stimulus that is perceived as a letter in a context of letters is seen as a number
in a context of numbers. The figure also illustrates another point: the ambi-
guity is suppressed in perception. This aspect of the demonstration is spoiled
for the reader who sees the two versions in close proximity, but when the two
lines are shown separately, observers will not spontaneously become aware of
the alternative interpretation. They ‘see’ the interpretation that is the most
likely in its context, but have no subjective indication that it could be seen dif-
ferently. Similarly, in bi-stable pictures such as the mother/daughter figure or
the Necker cube, there is no perceptual representation of the instability. And
almost no one (for a report of a tantalizing exception, see Wittreich, 1961) is
able to see the Ames room as anything but rectangular, even when fully in-
formed that the room is distorted, and that the photograph does not provide
enough information to specify its true shape. As the transactionalists who
built the Ames room emphasized, perception is a choice of which we are not
aware, and we perceive what has been chosen.

The unpredictability that is perceived as inherent to some causal systems is
psychologically distinct from epistemic uncertainty, which is attributed to
one’s own ignorance (Kahneman & Tversky, 1982b). Competing propensities
are often perceived – as they are when we watch a close horse race. And coun-
terfactual alternatives to what happened are also perceived – we can see a
horse that was catching up at the finish as ‘almost winning the race’
(Kahneman & Varey, 1990). In contrast to competing propensities, however,
competing interpretations of reality appear to suppress each other: we do not
see each horse in a close finish as both winning and losing. Epistemic uncer-
tainty and ambiguity are not natural assessments. 

Uncertainty is poorly represented in intuition, as well as in perception.
Indeed, the concept of judgment heuristics was invented to accommodate the
observation that intuitive judgments of probability are mediated by attributes
such as similarity and associative fluency, which are not intrinsically related to
uncertainty. The central finding in studies of intuitive decisions, as described
by Klein (1998), is that experienced decision makers working under pressure,
such as captains of firefighting companies, rarely need to choose between op-
tions because in most cases only a single option comes to their mind. The op-
tions that were rejected are not represented. Doubt is a phenomenon of

Figure 4.



System 2, a meta-cognitive appreciation of one’s ability to think incompatible
thoughts about the same thing.

As this discussion illustrates, much is known about the determinants of ac-
cessibility, but there is no general theoretical account of accessibility and no
prospect of one emerging soon. In the context of research in judgment and
decision making, however, the lack of a theory does little damage to the use-
fulness of the concept. For most purposes, what matters is that empirical gen-
eralizations about the determinants of accessibility are widely accepted – and,
of course, that there are procedures for testing their validity. For example, the
claims about differential accessibility of different attributes in Figures 2 and 3
appealed to the consensual judgments of perceivers, but claims about acces-
sibility are also testable in other ways. In particular, judgments of relatively in-
accessible properties are expected to be substantially slower and more sus-
ceptible to interference by concurrent mental activity. Some tasks can be
performed even while retaining several digits in memory for subsequent re-
call, but the performance of more effortful tasks will collapse under cognitive
load. 

Considerations of accessibility and analogies between intuition and per-
ception play a central role in the programs of research that I will briefly re-
view in what follows. Framing effects in decision making (Section 3) arise
when different descriptions of the same problem highlight different aspects
of the outcomes. The core idea of prospect theory (Section 4) is that changes
and differences are much more accessible than absolute levels of stimulation.
Judgment heuristics, which explain many systematic errors in beliefs and
preferences are explained in Section 5 by a process of attribute substitution:
people sometimes evaluate a difficult attribute by substituting a more accessi-
ble one. Variations in the ability of System 2 to correct or override intuitive
judgments are explained by variations in the accessibility of the relevant rules
(Section 6). Diverse manifestations of the differential accessibility of averages
and sums are discussed in Section 7.

2. FRAMING EFFECTS

In Figure 2, the same property (the total height of a set of blocks) is highly ac-
cessible in one display and not in another, although both displays contain the
same information. This observation is entirely unremarkable – it does not
seem shocking that some attributes of a stimulus are automatically perceived
while others must be computed, or that the same attribute is perceived in one
display of an object but must be computed in another. In the context of deci-
sion making, however, similar observations raise a significant challenge to the
rational-agent model. The assumption that preferences are not affected by
variations of irrelevant features of options or outcomes has been called ex-
tensionality (Arrow, 1982) and invariance (Tversky & Kahneman, 1986).
Invariance is an essential aspect of rationality, which is violated in demonstra-
tions of framing effects such as the Asian disease problem (Tversky &
Kahneman, 1981): 
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Problem 1 – The Asian Disease

Imagine that the United States is preparing for the outbreak of an un-
usual Asian disease, which is expected to kill 600 people. Two alterna-
tive programs to combat the disease have been proposed. Assume that
the exact scientific estimates of the consequences of the programs are
as follows:

If Program A is adopted, 200 people will be saved

If Program B is adopted, there is a one-third probability that 600 people
will be saved and a two-thirds probability that no people will be saved

Which of the two programs would you favor?

In this version of the problem, a substantial majority of respondents favor
program A, indicating risk aversion. Other respondents, selected at random,
receive a question in which the same cover story is followed by a different de-
scription of the options:

If Program A’ is adopted, 400 people will die

If Program B’ is adopted, there is a one-third probability that nobody
will die and a two-thirds probability that 600 people will die

A clear majority of respondents now favor program B’, the risk-seeking op-
tion. Although there is no substantive difference between the versions, they
evidently evoke different associations and evaluations. This is easiest to see in
the certain option, because outcomes that are certain are over-weighted rela-
tive to outcomes of high or intermediate probability (Kahneman & Tversky,
1979). Thus, the certainty of saving people is disproportionately attractive,
and the certainty of deaths is disproportionately aversive. These immediate af-
fective responses respectively favor A over B and B’ over A’. As in Figures 2a
and 2b, the different representations of the outcomes highlight some fea-
tures of the situation and mask others. 

The question of how to determine whether two decision problems are ‘the
same’ or different does not have a general answer. To avoid this issue, Tversky
and I restricted framing effects to discrepancies between choice problems
that decision makers, upon reflection, consider effectively identical. The
Asian disease problem passes this test: respondents who are asked to compare
the two versions almost always conclude that the same action should be taken
in both. Observers agree that it would be frivolous to let a superficial detail of
formulation determine a choice that has life and death consequences.

In another famous demonstration of an embarrassing framing effect,
McNeill, Pauker, Sox and Tversky (1982) induced different choices between
surgery and radiation therapy, by describing outcome statistics in terms of
survival rates or mortality rates. Because 90% short-term survival is less threat-
ening than 10% immediate mortality, the survival frame yielded a substan-
tially higher preference for surgery. The framing effect was no less pro-
nounced among experienced physicians than it was among patients.
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Shafir (1993) presented respondents with problems in which they played
the role of a judge in adjudicating the custody of a child between divorcing
parents. Each parent was described by a list of attributes. One of the descrip-
tions was richer than the other: it contained more negative and more positive
attributes. The framing of the instruction was varied. Some respondents were
asked which custody request should be accepted, others decided which re-
quest should be rejected. The rich description was favored under both in-
structions, presumably because the respondents attended to its many advan-
tages in deciding which custody request to accept, and to its many
disadvantages in deciding about rejection. 

A large-scale study by LeBoeuf and Shafir (in press) examined an earlier
claim that framing effects are reduced, in a between-subjects design, for par-
ticipants with high scores on ‘need for cognition’ (Smith & Levin, 1996). The
original effect was not replicated in the more extensive study. However,
LeBoeuf, and Shafir (2003) showed that more thoughtful individuals do show
greater consistency in a within-subject design, where each respondent en-
counters both versions of each problem. This result is consistent with the pre-
sent analysis. Respondents characterized by an active System 2 are more like-
ly than others to notice the relationship between the two versions and to
ensure the consistency of the responses to them. Thoughtfulness confers no
advantage in the absence of a relevant cue, and is therefore irrelevant to per-
formance in the between-subjects design. 

Framing effects are not restricted to decision-making: Simon and Hayes
(1976) documented an analogous observation in the domain of problem
solving. They constructed a collection of transformation puzzles, all formally
identical to the tower of Hanoi problem, and found that these ‘problem iso-
morphs’ varied greatly in difficulty. For example, the initial state and the tar-
get state were described in two of the versions as three monsters holding balls
of different colors. The state transitions were described in one version as
changes in the color of the balls, and in the other as balls being passed from
one monster to another. The puzzle was solved much more easily when
framed in terms of motion. The authors commented that “It would be possi-
ble for a subject to seek that representation which is simplest, according to
some criterion, or to translate all such problems into the same, canonical,
representation…” but “subjects will not employ such alternative strategies,
even though they are available, but will adopt the representation that consti-
tutes the most straightforward translation…” (Simon & Hayes, 1976, p 183). 

Passive adoption of the formulation given appears to be a general princi-
ple, which applies as well to these puzzles, to the displays of Figure 2, and to
the standard framing effects. People do not spontaneously compute the
height of a tower that could be built from an array of blocks, and they do
not spontaneously transform the representation of puzzles or decision
problems. It is of interest, however, that some specialized perceptual and
cognitive systems exhibit a limited ability to generate canonical representa-
tions for particular types of stimuli. Having seen a face once from a particu-
lar angle, for example, observers will recognize it from another angle, and
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they will also identify a black and white picture of it, or even a contour draw-
ing. But even the versatile face-recognition module has its limitations: its
performance is quite poor in recognizing familiar faces that are shown up-
side down. The brain mechanisms that support the comprehension of lan-
guage also have a substantial ability to strip the surface details and get to the
gist of meaning in an utterance, but this ability is limited as well. Few of us
are able to recognize ‘137 x 24’ and ‘3,288’ as ‘the same’ number without
going through some elaborate computations. Invariance cannot be
achieved by a finite mind.

The impossibility of invariance raises significant doubts about the descrip-
tive realism of rational-choice models (Tversky & Kahneman, 1986). Absent a
system that reliably generates appropriate canonical representations, intuitive
decisions will be shaped by the factors that determine the accessibility of dif-
ferent features of the situation. Highly accessible features will influence deci-
sions, while features of low accessibility will be largely ignored. Unfortunately,
there is no reason to believe that the most accessible features are also the
most relevant to a good decision.

3. CHANGES OR STATES: PROSPECT THEORY

A general property of perceptual systems is that they are designed to enhance
the accessibility of changes and differences (Palmer, 1999). Perception is ref-
erence-dependent: the perceived attributes of a focal stimulus reflect the contrast
between that stimulus and a context of prior and concurrent stimuli. Figure 5
illustrates reference dependence in vision. The two enclosed squares have the
same luminance, but they do not appear equally bright. The point of the
demonstration is that the brightness of an area is not a single-parameter func-
tion of the light energy that reaches the eye from that area. An account of
perceived brightness also requires a parameter for a reference value (often
called adaptation level), which is influenced by the luminance of neighboring
areas.

Figure 5.
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The reference value to which current stimulation is compared also reflects
the history of adaptation to prior stimulation. A familiar demonstration in-
volves three buckets of water of different temperatures, arranged from cold
on the left to hot on the right, with tepid in the middle. In the adapting
phase, the left and right hands are immersed in cold and hot water, respec-
tively. The initially intense sensations of cold and heat gradually wane. When
both hands are then immersed in the middle bucket, the experience is heat
in the left hand and cold in the right hand.

Reference-dependence in choice
The facts of perceptual adaptation were in our minds when Tversky and I be-
gan our joint research on decision making under risk. Guided by the analogy
of perception, we expected the evaluation of decision outcomes to be refer-
ence-dependent. We noted, however, that reference-dependence is incom-
patible with the standard interpretation of Expected Utility Theory, the pre-
vailing theoretical model in this area. This deficiency can be traced to the
brilliant essay that introduced the first version of expected utility theory
(Bernoulli, 1738). 

One of Bernoulli’s aims was to formalize the intuition that it makes sense
for the poor to buy insurance and for the rich to sell it. He argued that the in-
crement of utility associated with an increment of wealth is inversely propor-
tional to initial wealth, and from this plausible psychological assumption he
derived that the utility function for wealth is logarithmic. He then proposed
that a sensible decision rule for choices that involve risk is to maximize the ex-
pected utility of wealth (the moral expectation). This proposition accom-
plished what Bernoulli had set out to do: it explained risk aversion, as well as
the different risk attitudes of the rich and of the poor. The theory of expect-
ed utility that he introduced is still the dominant model of risky choice. The
language of Bernoulli’s essay is prescriptive – it speaks of what is sensible or
reasonable to do – but the theory is also intended to describe the choices of
reasonable men (Gigerenzer et al., 1989). As in most modern treatments of
decision making, there is no acknowledgment of any tension between pre-
scription and description in Bernoulli’s essay. The idea that decision makers
evaluate outcomes by the utility of final asset positions has been retained in
economic analyses for almost 300 years. This is rather remarkable, because
the idea is easily shown to be wrong; I call it Bernoulli’s error. 

Bernoulli’s model is flawed because it is reference-independent: it assumes that
the value that is assigned to a given state of wealth does not vary with the de-
cision maker’s initial state of wealth.2 This assumption flies against a basic
principle of perception, where the effective stimulus is not the new level of

2 What varies with wealth in Bernoulli’s theory is the response to a given change of wealth. This
variation is represented by the curvature of the utility function for wealth. Such a function 
cannot be drawn if the utility of wealth is reference-dependent, because utility then depends not
only on current wealth but also on the reference level of wealth.



stimulation, but the difference between it and the existing adaptation level.
The analogy to perception suggests that the carriers of utility are likely to be
gains and losses rather than states of wealth, and this suggestion is amply sup-
ported by the evidence of both experimental and observational studies of
choice (see Kahneman & Tversky, 2000). The present discussion will rely on
two thought experiments, of the kind that Tversky and I devised when we de-
veloped the model of risky choice that we called Prospect Theory (Kahneman
& Tversky, 1979). 

Problem 2

Would you accept this gamble?

50% chance to win $150
50% chance to lose $100

Would your choice change if your overall wealth were lower by $100?

There will be few takers of the gamble in Problem 2. The experimental evi-
dence shows that most people will reject a gamble with even chances to win
and lose, unless the possible win is at least twice the size of the possible loss
(e.g., Tversky & Kahneman, 1992). The answer to the second question is, of
course, negative.

Next consider Problem 3:

Problem 3

Which would you choose?

lose $100 with certainty

or

50% chance to win $50
50% chance to lose $200

Would your choice change if your overall wealth were higher by $100?

In Problem 3, the gamble appears much more attractive than the sure loss.
Experimental results indicate that risk seeking preferences are held by a large
majority of respondents in choices of this kind (Kahneman & Tversky, 1979).
Here again, the idea that a change of $100 in total wealth would affect pref-
erences cannot be taken seriously. 

Problems 2 and 3 evoke sharply different preferences, but from a
Bernoullian perspective the difference is a framing effect: when stated in
terms of final wealth, the problems only differ in that all values are lower by
$100 in Problem 3 – surely an inconsequential variation. Tversky and I exam-
ined many choice pairs of this type early in our explorations of risky choice,
and concluded that the abrupt transition from risk aversion to risk seeking
could not plausibly be explained by a utility function for wealth. Preferences
appeared to be determined by attitudes to gains and losses, defined relative
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to a reference point, but Bernoulli’s theory and its successors did not incor-
porate a reference point. We therefore proposed an alternative theory of risk,
in which the carriers of utility are gains and losses – changes of wealth rather
than states of wealth. Prospect theory (Kahneman & Tversky, 1979) embraces
the idea that preferences are reference-dependent, and includes the extra pa-
rameter that is required by this assumption. 

The distinctive predictions of prospect theory follow from the shape of the
value function, which is shown in Figure 6. The value function is defined on
gains and losses and is characterized by four features: (1) it is concave in the
domain of gains, favoring risk aversion; (2) it is convex in the domain of loss-
es, favoring risk seeking; (3) Most important, the function is sharply kinked at
the reference point, and loss-averse – steeper for losses than for gains by a fac-
tor of about 2–2.5 (Kahneman, Knetsch, & Thaler, 1991; Tversky &
Kahneman, 1992). (4) Several studies suggest that the functions in the two
domains are fairly well approximated by power functions with similar expo-
nents, both less than unity (Swalm, 1966; Tversky & Kahneman, 1992).
However, the value function is not expected to describe preferences for loss-
es that are large relative to total assets, where ruin or near-ruin is a possible
outcome. 

Bernoulli’s error – the assumption that the carriers of utility are final states
– is not restricted to decision making under risk. Indeed, the error of refer-
ence-independence is built into the standard representation of indifference
maps. It is puzzling to a psychologist that these maps do not include a repre-
sentation of the decision maker’s current holdings of various goods – the
counterpart of the reference point in prospect theory. The parameter is not
included, of course, because consumer theory assumes that it does not mat-
ter. 

The wealth frame
The idea that the carriers of utility are changes of wealth rather than asset po-
sitions was described as the cornerstone of prospect theory (Kahneman &
Tversky, 1979, p. 273). This statement implied that choices are always made
by considering gains and losses rather than final states, but that proposition

Figure 6.



must be qualified. The analysis of accessibility and framing that was presented
earlier suggests a more moderate alternative, in which (1) decision problems
can be formulated either in terms of wealth or in terms of changes; (2) the
two formulations may lead to different preferences. For an example, consid-
er Problem 4:

Problem 4

Please estimate your total wealth, call it W

Which of these situations is more attractive:

You own W

or

50% chance that you own W – $100
50% chance that you own W + $150

Informal experiments with problems of this type have consistently yielded a
mild preference for the uncertain state of wealth, and a strong impression
that the stakes mentioned in the question are entirely negligible.

In terms of final states of wealth, Problem 4 is identical to Problem 2.
Furthermore, most respondents will agree, upon reflection, that the differ-
ence between the problems is inconsequential – too slight to justify different
choices. Thus, the discrepant preferences observed in these two problems sat-
isfy the definition of a framing effect. 

The manipulation of accessibility that produces this framing effect is
straightforward. The gamble of Problem 2 is likely to evoke an evaluation of
the emotions associated with the immediate outcomes, and the formulation
will not bring to mind thoughts of overall wealth. In contrast, the formulation
of Problem 4 favors a view of the uncertainty as trivially small in relation to W,
and includes no mention of gains or losses. In this perspective it is hardly sur-
prising that the two problems elicit different representations, and therefore
different preferences.

Over the centuries, Bernoulli’s theory and its successors have been applied
to decision problems in which outcomes are almost always formulated in
terms of gains and losses, without any explicit mention of either current or fi-
nal states of wealth. The assumption implicit in applications of expected util-
ity theory is that outcomes described as gains or losses are first transformed
into final asset states, then evaluated in that representation. In light of the
preceding discussion of framing, the hypothesis of a transformation is highly
implausible, and the different responses observed in Problems 2 and in
Problem 4 provide direct evidence against it. 

The same argument also applies in the other direction. Consider a deci-
sion maker who is only presented with Problem 4. Prospect theory assumed a
preliminary operation of editing, in which prospects are reframed in simpler
terms, prior to evaluation. But Problem 2 is not a simpler version of Problem
4; it includes gains and losses, which are not mentioned in Problem 4. The
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discussion of framing suggests that Problem 4 will be evaluated as it is stated
– in terms of states of wealth. Indeed, some real-world choices are made in
that frame. In particular, financial advisors and decision analysts often insist
on formulating outcomes in terms of assets when they elicit their clients’ pref-
erences. Prospect theory is unlikely to provide an accurate description of de-
cisions made in the wealth frame.

In experimental research as well as in the real world, the overwhelming
majority of decisions are framed as gains and losses. There has been no sys-
tematic study of the choices that people make in the wealth frame, but one of
the important properties of these choices is not in doubt: they will generally
be closer to risk neutrality than when the equivalent outcomes are framed as
gains and losses. The wealth frame favors risk neutrality in two ways. First, this
frame eliminates any mention of losses, and therefore eliminates loss aver-
sion. Second, in analogy with a familiar principle of perception, the outcomes
of small bets will appear less significant when considered in the context of
much larger amounts of wealth. 

If Bernoulli’s formulation is transparently incorrect as a descriptive model
of risky choices, as has been argued here, why has this model been retained
for so long? The answer may well be that the assignment of utility to wealth is
an aspect of rationality, and therefore compatible with the general assump-
tion of rationality in economic theorizing. 

Consider Problem 5.

Problem 5

Two persons get their monthly report from a broker: 

A is told that her wealth went from 4M to 3M 
B is told that her wealth went from 1M to 1.1M

“Who of the two individuals has more reason
to be satisfied with her financial situation?”

“Who is happier today?”

Problem 5 highlights the contrasting interpretations of utility in theories that
define outcomes as states or as changes. In Bernoulli’s analysis only the first
of the two questions is relevant, and only long-term consequences matter.
Prospect theory, in contrast, is concerned with short-term outcomes, and the
value function presumably reflects an anticipation of the valence and intensi-
ty of the emotions that will be experienced at moments of transition from one
state to another (Kahneman, 2000a, b; Mellers, 2000). Which of these con-
cepts of utility is more useful? For descriptive purposes, the more myopic no-
tion is superior, but the prescriptive norms of reasonable decision making fa-
vor the long-term view. The Bernoullian definition of relevant outcomes is a
good fit in a rational-agent model.

It is worth noting that an exclusive concern with the long term may be pre-
scriptively sterile, because the long term is not where life is lived. Utility can-
not be divorced from emotion, and emotion is triggered by changes. A theo-



ry of choice that completely ignores feelings such as the pain of losses and the
regret of mistakes is not only descriptively unrealistic. It also leads to pre-
scriptions that do not maximize the utility of outcomes as they are actually ex-
perienced – that is, utility as Bentham conceived it (Kahneman, 1994, 2000c;
Kahneman, Wakker, & Sarin, 1997).

4. ATTRIBUTE SUBSTITUTION: A MODEL OF JUDGMENT 
BY HEURISTIC

The first joint research program that Tversky and I undertook was a study of
various types of judgment about uncertain events, including numerical pre-
dictions and assessments of the probabilities of hypotheses. We reviewed this
work in an integrative article (Tversky & Kahneman, 1974), which aimed to
show “that people rely on a limited number of heuristic principles which re-
duce the complex tasks of assessing probabilities and predicting values to sim-
pler judgmental operations. In general, these heuristics are quite useful, but
sometimes they lead to severe and systematic errors.” (p. 1124). The second
paragraph of that article introduced the idea that “the subjective assessment
of probability resembles the subjective assessments of physical quantities such
as distance or size. These judgments are all based on data of limited validity,
which are processed according to heuristic rules.” The concept of heuristic was
illustrated by the role of the blur of contours as a potent determinant of the
perceived distance of mountains. The observation that reliance on blur as a
distance cue will cause distances to be overestimated on foggy days and un-
derestimated on clear days was the example of a heuristic-induced bias. As this
example illustrates, heuristics of judgment were to be identified by the char-
acteristic errors that they inevitably cause. 

Three heuristics of judgment, labeled representativeness, availability and
anchoring, were described in the 1974 review, along with a dozen systematic
biases, including non-regressive prediction, neglect of base-rate information,
overconfidence and overestimates of the frequency of events that are easy to
recall. Some of the biases were identified by systematic errors in estimates of
known quantities and statistical facts. Other biases were identified by system-
atic discrepancies between the regularities of intuitive judgments and the
principles of probability theory, Bayesian inference or regression analysis.
The article defined the so-called “heuristics and biases approach” to the study
of intuitive judgment, which has been the topic of a substantial research lit-
erature (Kahneman, Slovic, & Tversky, 1982; Gilovich, Griffin, & Kahneman,
2002) and has also been the focus of substantial controversy. 

Shane Frederick and I recently revisited the conception of heuristics and
biases, in the light of developments in the study of judgment and in the
broader field of cognitive psychology in the intervening three decades
(Kahneman & Frederick, 2002). The new model departs from the original
formulation of heuristics in three significant ways: (i) it proposes a common
process of attribute substitution to explain how judgment heuristics work; (ii)
it extends the concept of heuristic beyond the domain of judgments about
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uncertain events; (iii) it includes an explicit treatment of the conditions un-
der which intuitive judgments will be modified or overridden by the moni-
toring operations associated with System 2. 

Attribute substitution
The 1974 article did not include a definition of judgmental heuristics.
Heuristics were described at various times as principles, as processes, or as
sources of cues for judgment. The vagueness did no damage, because the re-
search program focused on a total of three heuristics of judgment under un-
certainty, which were separately defined in adequate detail. In contrast,
Kahneman and Frederick (2002) offered an explicit definition of a generic
heuristic process of attribute substitution: A judgment is said to be mediated by
a heuristic when the individual assesses a specified target attribute of a judg-
ment object by substituting a related heuristic attribute that comes more readi-
ly to mind. This definition elaborates a theme of the early research, that people
who are confronted with a difficult question sometimes answer an easier 
one instead. Thus, a person who is asked “What proportion of long-distance
relationships break up within a year?” may answer as if she had been asked
“Do instances of swift breakups of long-distance relationships come readily to
mind?” This would be an application of the availability heuristic. A respon-
dent asked to assess the probability that team A will beat team B in a basket-
ball tournament may answer by mapping an impression of the relative
strength of the two teams onto the probability scale (Tversky & Koehler,
1994). This could be called a “relative strength heuristic”. In both cases, the
target attribute is low in accessibility and another attribute, which is (i) relat-
ed to the target, and (ii) highly accessible, is substituted in its place.

The word ‘heuristic’ is used in two senses in the new definition. The noun
refers to the cognitive process, and the adjective in ‘heuristic attribute’ speci-
fies the substitution that occurs in a particular judgment. For example, the
representativeness heuristic is defined by the use of representativeness as a
heuristic attribute to judge probability. The definition excludes anchoring ef-
fects, in which judgment is influenced by temporarily raising the accessibility

Figure 7.



of a particular value of the target attribute. On the other hand, the definition
of the concept of heuristic by the process of attribute substitution greatly ex-
tends its range of application.

For a perceptual example of attribute substitution, consider the question:
“What are the sizes of the two horses in Figure 7, as they are shown on the
page?” The images are in fact identical in size, but the figure produces a com-
pelling illusion. The target attribute that the observer is instructed to report
is two-dimensional size, but the responses actually map an impression of
three-dimensional size onto units of length that are appropriate to the re-
quired judgment. In the terms of the model, three-dimensional size is the
heuristic attribute. As in other cases of attribute substitution, the illusion is
caused by differential accessibility. An impression of three-dimensional size is
the only impression of size that comes to mind for naïve observers – painters
and experienced photographers are able to do better – and it produces a per-
ceptual illusion in the judgment of picture size. The cognitive illusions that
are produced by attribute substitution have the same character: an impres-
sion of one attribute is mapped onto the scale of another, and the judge is
normally unaware of the substitution.

Direct tests of attribute substitution
An experiment described by Kahneman and Tversky (1973) illustrates a cog-
nitive illusion that arises from attribute substitution. It also illustrates a par-
ticularly strict test of the hypothesis of substitution, in a research paradigm
that Kahneman and Frederick (2002) labeled the heuristic elicitation design.
Participants were given the following description of a fictitious graduate stu-
dent, which was shown along with a list of nine fields of graduate specializa-
tion.

Tom W. is of high intelligence, although lacking in true creativity. He
has a need for order and clarity, and for neat and tidy systems in which
every detail finds its appropriate place. His writing is rather dull and
mechanical, occasionally enlivened by somewhat corny puns and by
flashes of imagination of the sci-fi type. He has a strong drive for com-
petence. He seems to have little feel and little sympathy for other peo-
ple and does not enjoy interacting with others. Self-centered, he
nonetheless has a deep moral sense. (p.127)

Participants in a representativeness group ranked the nine fields of specializa-
tion by the degree to which Tom W. “resembles a typical graduate student”
(in that field). Participants in a base-rate group evaluated the relative fre-
quencies of the nine fields of graduate specialization. The description of Tom
W. was deliberately constructed to make him more representative of the less
populated fields: the rank correlation between the averages of representa-
tiveness rankings and of estimated base rates was -.65. Finally, participants in
the probability group ranked the nine fields according to the likelihood of
Tom W.’s specializing in each. These respondents were graduate students in
psychology at major universities. They were given information that was in-
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tended to discredit the evidence of the personality sketch, namely that it had
been written by a psychologist when Tom W. was in high school, on the basis
of personality tests of dubious validity. 

A description based on unreliable information should be given little
weight, and predictions made in the absence of valid evidence should revert
to base rates. Statistical logic therefore dictates that the correlation between
judgments of probability and of representativeness should be negative in this
problem. In contrast, the hypothesis of attribute substitution implies that the
ranking of fields by the two measures should coincide. The results are shown
in Figure 7. The correlation between the mean judgments of representative-
ness and of probability is nearly perfect (.97), supporting attribute substitu-
tion. 

Another study in the same design involved one of the best-known charac-
ters in the heuristics and biases literature.

Linda is 31 years old, single, outspoken and very bright. She majored in
philosophy. As a student she was deeply concerned with issues of dis-
crimination and social justice and also participated in antinuclear
demonstrations.

Respondents were shown the description of Linda and a list of eight possible
outcomes describing her present employment and activities. The two critical
items in the list were #6 (“Linda is a bank teller”) and the conjunction item
#8 (“Linda is a bank teller and active in the feminist movement”). The other
six possibilities were unrelated and miscellaneous (e.g., elementary school
teacher, psychiatric social worker). As in the Tom W. problem, some respon-
dents ranked the eight outcomes by representativeness; others ranked the
same outcomes by probability. The correlation between the mean rankings
was .99. Furthermore, the proportion of respondents who ranked the con-
junction (item #8) higher than its constituent (#6) was about the same for
representativeness (85%) and for probability (89%). The ordering of the two
items is quite reasonable for judgments of similarity: Linda does resemble the
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image of a feminist bank teller more than she resembles a stereotypical bank
teller. However, the reliance on representativeness as a heuristic attribute
yields a pattern of probability judgments that violates monotonicity, and has
been called the ‘conjunction fallacy’ (Tversky & Kahneman, 1983). 

The results shown in Figure 8 are especially compelling because the re-
sponses were rankings. The large variability of the average rankings of both
attributes indicates highly consensual responses, and nearly total overlap in
the systematic variance. Stronger support for attribute-substitution could
hardly be imagined, and it is surprising that this evidence was not acknow-
ledged in subsequent debates about the validity of judgment heuristics. Other
tests of representativeness in the heuristic elicitation design have been equal-
ly successful (Bar-Hillel & Neter, 2002; Tversky & Kahneman, 1982). The
same design was also applied extensively in studies of support theory (Tversky
& Koehler, 1994; for a review see Brenner, Koehler & Rottenstreich, 2002). In
one of the studies reported by Tversky and Koehler (1994), participants rated
the probability that the home team would win in each of 20 specified basket-
ball games, and later provided ratings of the relative strength of the two
teams, using a scale in which the strongest team in the tournament was as-
signed a score of 100. The correlation between normalized strength ratings
and judged probabilities was .99. 

The essence of attribute substitution is that respondents offer a reasonable
answer to a question that they have not been asked. An alternative interpre-
tation that must be considered is that the respondents’ judgments reflect
their understanding of the question they were asked. This may be true in
some situations: it is not unreasonable to interpret a question about the prob-
able outcome of a basketball game as referring to the relative strength of the
competing teams. But the idea that judgments signify a commitment to the
interpretation of the target attribute does not generally hold. For example, it
is highly unlikely that educated respondents have a concept of probability
that coincides precisely with similarity, or that they are unable to distinguish
picture size from object size. A more plausible hypothesis is that an evaluation
of the heuristic attribute comes immediately to mind, and that its associative
relationship with the target attribute is sufficiently close to pass the monitor-
ing of a permissive System 2. Respondents who substitute one attribute for an-
other are not confused about the question that they are trying to answer –
they simply fail to notice that they are answering a different one. And when
they do notice the discrepancy, they either modify the intuitive judgment or
abandon it altogether.

The new heuristics
As illustrated by its use in the interpretation of the visual illusion of Figure 7,
the definition of judgment heuristics by the mechanism of attribute substitu-
tion applies to many situations in which people make a judgment that is not
the one they intended to make. There is no finite list of heuristic attributes.
Kahneman and Frederick (2002) illustrated this conception by a study by
Strack, Martin, and Schwarz (1988), in which college students answered a sur-
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vey that included these two questions: “How happy are you with your life in
general?” and “How many dates did you have last month?”. The correlation
between the two questions was negligible when they occurred in the order
shown, but it rose to 0.66 when the dating question was asked first. The mod-
el of attribute substitution suggests that the dating question automatically
evokes an affectively charged evaluation of one’s satisfaction in that domain
of life, which lingers to become the heuristic attribute when the happiness
question is subsequently encountered. The underlying correlation between
the target and heuristic attributes is surely higher than the observed value of
0.66, which is attenuated by measurement error. The same experimental ma-
nipulation of question order was used in another study to induce the use of
marital satisfaction as a heuristic attribute for well-being (Schwarz, Strack, &
Mai, 1991). The success of these experiments suggests that ad hoc attribute
substitution is a frequent occurrence.

The idea of an affect heuristic (Slovic et al., 2002) is probably the most im-
portant development in the study of judgment heuristics in the last decades.
There is compelling evidence for the proposition that every stimulus evokes
an affective evaluation, which is not always conscious (see reviews by Zajonc,
1980, 1997; Bargh, 1997). Affective valence is a natural assessment, and there-
fore a candidate for substitution in the numerous responses that express atti-
tudes. Slovic and his colleagues (Slovic et al., 2002) discuss how a basic affec-
tive reaction can be used as the heuristic attribute for a wide variety of more
complex evaluations, such as the cost/benefit ratio of technologies, the safe
concentration of chemicals, and even the predicted economic performance
of industries. Their treatment of the affect heuristic fits the present model of
attribute substitution. 

In the same vein, Kahneman and Ritov (1994) and Kahneman, Ritov, and
Schkade (1999) proposed that an automatic affective valuation – the emo-
tional core of an attitude – is the main determinant of many judgments and
behaviors. In the study by Kahneman and Ritov (1994), 37 public causes were
ranked by average responses to questions about (i) the importance of the is-
sues, (ii) the size of the donation that respondents were willing to make, (iii)
political support for interventions, and (iv) the moral satisfaction associated
with a contribution. The rankings were all very similar. In the terms of the
present analysis, the same heuristic attribute (affective valuation) was
mapped onto the distinct scales of a wide range of target attributes. Similarly,
Kahneman, Schkade, and Sunstein (1998) interpreted jurors’ assessments of
punitive awards as a mapping of outrage onto a dollar scale of punishments.
In an article titled “Risk as Feelings”, Loewenstein, Weber, Hsee, and Welch
(2001), offered a closely related analysis in which emotional responses, such
as the intensity of fear, govern diverse judgments (e.g., ratings of the proba-
bility of a disaster). 

In terms of the scope of responses that it governs, the natural assessment of
affect should join representativeness and availability in the list of general-pur-
pose heuristic attributes. The failure to identify the affect heuristic much ear-
lier, as well as its enthusiastic acceptance in recent years, reflect significant
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changes in the general climate of psychological opinion. It is worth noting
that in the early 1970’s the idea of purely cognitive biases appeared novel and
distinctive, because the prevalence of motivated and emotional biases of judg-
ment was taken for granted by the social psychologists of the time. There fol-
lowed a period of intense emphasis on cognitive processes, in psychology gen-
erally and in the field of judgment in particular. It took another thirty years to
achieve what now appears to be a more integrated view of the role of affect in
intuitive judgment.

5. THE ACCESSIBILITY OF CORRECTIVE THOUGHTS

The present treatment assumes that System 2 is involved in all voluntary ac-
tions – including overt expressions of the intuitive judgments that originated
in System 1. This assumption implies that errors of intuitive judgment involve
failures of both systems: System 1, which generated the error, and System 2
which failed to detect and correct it (Kahneman & Tversky, 1982a). To illus-
trate this point, Kahneman and Frederick (2002) revisited the perceptual
analogy that Tversky and Kahneman (1974) had used to explain how judg-
ment heuristics generate biases: blur is a good cue to the distance of moun-
tains, but reliance on this cue causes predictable errors of distance estimation
on sunny or hazy days. The analogy was apt, but the analysis of the perceptu-
al example neglected an important fact. Observers know, of course, whether
the day is sunny or hazy, and they could use this knowledge to counteract the
bias – but most often they do not. Contrary to what the early treatment im-
plied, the use of blur as a cue does not inevitably lead to bias in the judgment
of distance – the illusion could just as well be described as a failure to assign
adequate negative weight to ambient haze. The effect of haziness on impres-
sions of distance is a failing of System 1: the perceptual system is not designed
to correct for this variable. The effect of haziness on judgments of distance is a
separate failure of System 2. Analogous failures can be identified in other er-
rors of intuitive judgment. 

It is useful to consider how System 2 might have intervened in the prob-
lems of Tom W. and Linda that were described in an earlier section.

“Tom W. does look like a library science person, but there are many
more graduate students in Humanities and Social Sciences. I should ad-
just my rankings accordingly.” “Linda cannot be more likely to be a fem-
inist bank teller than to be a bank teller. I must rank these two out-
comes accordingly”

These hypothetical samples of reasoning illustrate two ways in which intuitive
judgments can be corrected. In the Tom W. example, the individual becomes
aware of a factor that was not part of the intuitive judgment, and makes an ef-
fort to adjust accordingly. In the Linda example, the individual recognizes
that the question can be answered by applying a decisive logical rule, which
makes intuitions to the contrary irrelevant. Both would come under the
rubric of “statistical heuristics”, which people are sometimes capable of de-
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ploying in their reasoning about uncertain events (Nisbett, Krantz, Jepson, &
Kunda, 1983/2002).

Neither of these examples of reasoning exceeds the intellectual reach of
the graduate students at major universities whose rankings were shown in
Figure 8. However, the data indicate that very few respondents actually came
up with corrections. The puzzle is the same as in the blur illusion: why did
these people not put their knowledge to good use? In the context of the pre-
sent treatment, the question can be rephrased: Why did the statistical heuris-
tics not become accessible when they were needed?

An important part of the answer is that attribute substitution is a silent
process: the respondents who judge probability as if they had been asked to
judge representativeness are not self-conscious about what they are doing.
The substitute attribute is pertinent to the task, and its value comes to mind
with little or no effort and with high confidence. There is therefore little rea-
son for respondents to question their judgment, perhaps even less than in the
bat-and-ball problem that was mentioned earlier. In contrast, the accessibility
of statistical heuristics is often low, but it can be enhanced in at least two ways:
by increasing the vigilance of the monitoring activities, or by providing
stronger cues to the relevant rules. 

A substantial research program was mounted by Nisbett, Krantz and their
colleagues to investigate the factors that control the accessibility of statistical
heuristics (Nisbett et al., 1983/2002). For example, Nisbett et al. studied for-
mally identical problems in several domains. They found that statistical rea-
soning was most likely to be evoked in the context of games of chance, occa-
sionally evoked in situations involving sports, but relatively rare when the
problems concerned the psychology of individuals. They also showed that the
explicit mention of a sampling procedure facilitated statistical thinking
(Nisbett et al., 1983; see also Gigerenzer, Hell, & Blank, 1988). Zukier and
Pepitone (1984) found that respondents were more likely to use base-rate in-
formation when instructed to think as statisticians than when instructed to
emulate psychologists. Agnoli and Krantz (1989) found that brief training in
the logic of sets improved performance in a simple version of the Linda prob-
lem. Considerations of accessibility are evidently relevant to the activation of
statistical reasoning, not only to attribute substitution. 

Nisbett, Krantz and their colleagues drew a sharp distinction between their
statistical heuristics and the intuitive heuristics, which they described as
“rapid and more or less automatic judgmental rules of thumb” (2002, p. 510).
In the same vein, the present treatment assigns the competing heuristics to
different cognitive systems. Attribute substitution has been described as an
operation of System 1, which occurs automatically and effortlessly. In con-
trast, the statistical heuristics illustrate the rule-governed reasoning of System
2 (Sloman, 1996), which is deliberate and demands some effort. It is worth
noting that the intervention of System 2 and the application of statistical
heuristics and other rules do not guarantee a correct response. The rules that
people apply in deliberate reasoning are sometimes false.

An implication of the view of intuition that has been proposed here is that
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statistical training does not eradicate intuitive heuristics such as representa-
tiveness, but only enables people to avoid some biases under favorable cir-
cumstances. The results shown in Figure 8, which were collected from statis-
tically knowledgeable graduate students, support this prediction. In the
absence of strong cues to remind them of their statistical knowledge, these re-
spondents made categorical predictions like everybody else – by representa-
tiveness. However, statistical sophistication made a difference in a stripped-
down version of the Linda problem, which required respondents to compare
the probabilities of Linda being “a bank teller” or “a bank teller who is active
in the feminist movement” (Tversky & Kahneman, 1983). The incidence of
errors remained high for the statistically naïve even in that transparent ver-
sion, but the error rate dropped dramatically among the sophisticated. 

The efficacy of System 2 is impaired by time pressure (Finucane, Alhakami,
Slovic, & Johnson, 2000) by concurrent involvement in a different cognitive
task (Gilbert, 1989, 1991, 2002), by performing the task in the evening for
‘morning people’ and in the morning for ‘evening people’ (Bodenhausen,
1990), and, surprisingly, by being in a good mood (Isen, Nygren, & Ashby,
1988; Bless et al., 1996). Conversely, the facility of System 2 is positively corre-
lated with intelligence (Stanovich & West, 2002), with ‘need for cognition’
(Shafir & LeBoeuf, 2002), and with exposure to statistical thinking (Nisbett et
al., 1983; Agnoli & Krantz, 1989; Agnoli, 1991). 

The observation that it is possible to design experiments in which ‘cogni-
tive illusions disappear’ has sometimes been used as an argument against the
usefulness of the notions of heuristics and biases (for example, Gigerenzer,
1991). In the present framework, however, there is no mystery about the con-
ditions under which illusions appear or disappear. An intuitive judgment that
violates a rule which the respondent accepts will be overridden, if the rule
comes early enough to the respondent’s mind. This argument is not circular,
because we have adequate scientific knowledge (as well as widely shared folk
knowledge) about the conditions that facilitate or impede the accessibility of
logical or statistical rules.

The examples of possible corrections in the Tom W. and Linda problems il-
lustrated two possible outcomes of the intervention of System 2: the intuitive
judgment may be adjusted, or else rejected and replaced by another conclu-
sion. A general prediction can be made about the former case, which is cer-
tainly the most frequent. Because the intuitive impression comes first, it is like-
ly to serve as an anchor for subsequent adjustments, and corrective adjustments
from anchors are normally insufficient. Variations on this theme are common
in the literature (Epley & Gilovich, 2002; Epstein, 1994; Gilbert, 2002; Griffin &
Tversky, 1992; Sloman, 2002; Wilson, Centerbar, & Brekke, 2002). 

The methodological implication of this analysis is that intuitive judgments
and preferences are best studied in between-subject designs. Within-subject
designs with multiple trials encourage the adoption of simplifying strategies
in which answers are computed mechanically, without delving into the
specifics of each problem. Factorial designs are particularly undesirable, be-
cause they provide an unmistakable cue that every factor that is manipulated
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must be relevant to the judgment (Kahneman & Frederick, 2002). It is inap-
propriate to study intuitive judgments in conditions that are guaranteed to
destroy their intuitive character. The difficulties of these experimental de-
signs were noted long ago by Kahneman and Tversky (1982a), who pointed
out that “Within-subject designs are associated with significant problems of in-
terpretation in several areas of psychological research (Poulton, 1975). In
studies of intuition, they are liable to induce the effect that they are intended
to test” (p. 500). Unfortunately, this methodological caution has been widely
ignored.

6. PROTOTYPE HEURISTICS

This section introduces a family of prototype heuristics, which share a com-
mon mechanism and a remarkably consistent pattern of cognitive illusions,
analogous to the effects observed in the Tom W. and in the Linda problems
(Kahneman & Frederick, 2002). Prototype heuristics can be roughly de-
scribed as the substitution of an average for a sum – a process that has been
extensively studied by Anderson in other contexts (e.g., Anderson, 1981, ch.
pp. 58–70; 1991a,b). The section also discusses the conditions under which
System 2 prevents or reduces the biases associated with these heuristics. 

Extensional and prototype attributes
The target assessments in several significant tasks of judgment and decision
making are extensional attributes of categories or sets. The value of an exten-
sional attribute in a set is an aggregate (not necessarily additive) of the values
over its extension. Each of the following tasks is illustrated by an example of
an extensional attribute and by the relevant measure of extension. The argu-
ment of this section is that the extensional attributes in these tasks are low in
accessibility, and are therefore candidates for heuristic substitution.

(i) category prediction (e.g., the probability that the set of bank tellers contains
Linda / the number of bank tellers);

(ii) pricing a quantity of public or private goods (e.g., the personal dollar 
value of saving a certain number of birds from drowning in oil ponds / the num-
ber of birds);

(iii) global evaluation of a past experience that extended over time (e.g., the
overall aversiveness of a painful medical procedure / the duration of the proce-
dure);

(iv) assessment of the support that a sample of observations provides for a
hypothesis (e.g., the probability that a specified sample of colored balls has been
drawn from one urn rather than another / the number of balls).

Extensional attributes are governed by a general principle of conditional
adding, which dictates that each element of the set adds to the overall value
an amount that depends on the elements already included. In simple cases,
the value is additive: the total length of the set of lines in Figure 3 is just the
sum of their separate lengths. In other cases, each positive element of the set
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increases the aggregate value, but the combination rule is non-additive (typi-
cally sub-additive).3

A category or set which is sufficiently homogeneous to have a prototype
can also be described by its prototype attributes. Where extensional attributes
are akin to a sum, prototype attributes are averages. As the display of lines in
Figure 3 illustrated, prototype attributes are often highly accessible. This ob-
servation is well-documented. Whenever we look at, or think about, an en-
semble or category that has a prototype, information about the prototype be-
comes accessible. The classic discussion of basic-level categories included
demonstrations of the ease with which features of the prototype come to
mind (Rosch & Mervis, 1975). Even earlier, Posner and Keele (1968, 1970)
had reported experiments in which observers were exposed on many trials to
various distortions of a single shape. The prototype shape was never shown,
but observers erroneously believed that it had been presented often. More re-
cently, several studies in social psychology have shown that exposure to the
name of a familiar social category increases the accessibility of the traits that
are closely associated with its stereotype (see Fiske, 1998). 

Because of their high accessibility, the prototype attributes are natural can-
didates for the role of heuristic attributes. A prototype heuristic is the label for
the process of substituting an attribute of a prototype for an extensional at-
tribute of its category (Kahneman & Frederick, 2002). The original instance
of a prototype heuristic was the use of representativeness in category predic-
tion. The probability of Linda being a bank teller is an extensional variable,
but her resemblance to a typical bank teller is a prototype attribute. 

Two tests of prototype heuristics
Because extensional and prototypical attributes are governed by characteris-
tically different rules, the substitution of a prototype attribute for an exten-
sional attribute entails two testable biases: extension neglect and violations of
monotonicity. Tests of the two hypotheses are discussed in turn.

Tests of extension neglect
Doubling the frequencies of all values in a set will not affect prototype 
attributes, because measures of central tendency depend only on relative 
frequencies. In contrast, the value of an extensional attribute will increase
monotonically with extension. The hypothesis that judgments of a target 
attribute are mediated by a prototype heuristic gains support if the judgments
are insensitive to variations of extension. 

The proposition that extension is neglected in a particular judgment has
the character of a null hypothesis: it is strictly true only if all individuals in the

3 If the judgment is monotonically related to an additive scale (such as the underlying count of
the number of birds), the formal structure is known in the measurement literature as an “exten-
sive structure” (Luce, Krantz, Suppes & Tversky, 1990, Chapter 3). There also may be attributes
that lack any underlying additive scale, in which case the structure is known in the literature as a
“positive concatenation structure” (Luce et al., 1990, Chapter 19, vol. III, p. 38).



sample are completely insensitive to variations of extension. The hypothesis
will be rejected, in a sufficiently large study, if even a small proportion of par-
ticipants show some sensitivity to extension. The chances of some individuals
responding to extension are high a priori, because educated respondents are
generally aware of the relevance of this variable (Kahneman & Frederick,
2002). Everyone agrees that WTP for saving birds should increase with the
number of birds saved, that extending a painful medical procedure by an ex-
tra period of pain makes it worse, and that evidence from larger samples is
more reliable. Complete extension neglect is therefore an unreasonably strict
test of prototype heuristics. Nevertheless, this extreme result can be obtained
under favorable conditions, as the following examples show:

• The study of Tom W. (see Figure 8) illustrated a pattern of base-rate neglect
in categorical prediction. This finding is robust when the task requires a
ranking of multiple outcomes (Kahneman & Tversky, 1973). As noted in
the preceding section, the sophisticated participants in this experiment
were aware of the base-rates and were capable of using this knowledge in
their predictions – but the thought of doing so apparently occurred to al-
most none of them. Kahneman and Tversky also documented almost com-
plete neglect of base-rates in an experiment (the engineer/lawyer study)
in which base-rates were explicitly stated. However, the neglect of explicit
base-rate information in this design is a fragile finding (see Kahneman &
Frederick, 2002; Koehler, 1996, Evans, Handley, Over, & Perham, 2002).

• Participants in a study by Desvousges et al., (1993) indicated their willing-
ness to contribute money to prevent the drowning of migratory birds. The
number of birds that would be saved was varied for different sub-samples.
The estimated amounts that households were willing to pay were $80, $78
and $88, to save 2,000, 20,000, or 200,000 birds, respectively. Frederick and
Fischhoff (1998) reviewed numerous other demonstrations of scope neglect
in studies of willingness to pay (WTP) for public goods. For example,
Kahneman and Knetsch found that survey respondents in Toronto were
willing to pay almost as much to clean up the lakes in a small region of
Ontario or to clean up all the lakes in that province (reported by
Kahneman, 1986). 

• In a study described by Redelmeier and Kahneman (1996), patients un-
dergoing colonoscopy reported the intensity of pain every 60 seconds dur-
ing the procedure (see Figure 9), and subsequently provided a global evalu-
ation of the pain they had suffered. The correlation of global evaluations
with the duration of the procedure (which ranged from 4 to 66 minutes in
that study) was .03. On the other hand global evaluations were correlated
(r =.67) with an average of the pain reported on two occasions: when pain
was at its peak, and just before the procedure ended. For example, patient
A in Figure 9 reported a more negative evaluation of the procedure than
patient B. The same pattern of duration neglect and Peak/End evaluations
has been observed in other studies (Fredrickson & Kahneman, 1993; see
Kahneman, 2000b, 2000c for a discussion). 
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In light of the findings discussed in the preceding section, it is useful to
consider situations in which people will not neglect extension completely.
Extension effects are expected, in the present model, if the individual (i) has
information about the extension of the relevant set; (ii) is reminded of the
relevance of extension; and (iii) is able to detect that her intuitive judgments
neglect extension. These conditions are least likely to hold – and complete
neglect most likely to be observed – when the judge evaluates a single object
and when the extension of the set is not explicitly mentioned. At the other ex-
treme, the conditions for a positive effect of extension are all satisfied in psy-
chologists’ favorite research design: the within-subject factorial experiment,
in which values of extension are crossed with the values of other variables in
the design. As noted earlier, this design provides an obvious cue that the ex-
perimenter considers every manipulated variable relevant, and it enables par-
ticipants to ensure that their judgments exhibit sensitivity to all these vari-
ables. The factorial design is therefore especially inappropriate for testing
hypotheses about biases of neglect (Kahneman & Frederick, 2002).

In spite of these objections, within-subject factorial designs have been used
in several experimental studies of extension neglect. Figure 10 illustrates the
remarkably consistent additive extension effect that has emerged in these exper-
iments (Schreiber & Kahneman, 2000). In each of the experiments, the ex-
tension variable has a slight but significant effect, and combines additively
with other information. The additivity is noteworthy, because it is normative-
ly inappropriate. For each panel of Figure 10, a compelling normative argu-
ment can be made for a quasi-multiplicative rule in which the lines should 
fan out.4 The observed pattern is compatible with a process of anchoring and
adjustment: the intuitive judgment provides an anchor, and small adjust-
ments from that anchor are made to accommodate the role of extension. 
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Figure 9. Pain intensity reported by two colonoscopy patients.

4 Anderson (1996, p. 253) has described several other situations in which variables that should be
combined multiplicatively are combined additively.
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Tests of monotonicity
Extensional variables, like sums, obey monotonicity. The sum of a set of posi-
tive values is at least as high as the maximum of its subsets. In contrast, the
average of a subset can be higher than the average of a set that includes it.
Violations of monotonicity are therefore bound to occur when an extension-
al attribute is judged by a prototype attribute: it must be possible to find 
cases in which adding elements to a set causes the judgment of the target vari-
able to decrease. This test of prototype heuristics is less demanding than the
hypothesis of extension neglect, and violations of monotonicity are compatib-
le with some degree of sensitivity to extension (Ariely & Loewenstein, 2000).
Nevertheless, violations of monotonicity in important tasks of judgment and
choice are the strongest source of support for the hypothesis that prototype 
attributes are substituted for extensional attributes in these tasks. 

• Conjunction errors, which violate monotonicity, have been demonstrated
in the Linda problem and in other problems of the same type. There are
no documented exceptions to the predicted pattern when the judgments
are obtained in a between-subjects design, or when the two critical out-

Figure 10. (a) Willingness to pay to restore damage to species that differ in popularity as a
function of the damage they have suffered (from Kahneman, Ritov, & Schkade, 1999); (b)
Global evaluations of aversive sounds of different loudness as a function of duration for
subjects selected for their high sensitivity to duration (from Schreiber & Kahneman, 2000);
(c) Ratings of probability for predictions that differ in representativeness as a function of
base-rate frequency (from Novemsky & Kronzon, 1999); (d) Global evaluations of episodes
of painful pressure that differ in temporal profile as a function of duration (Ariely, 1998).
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comes are embedded in a longer list (Tversky & Kahneman, 1982, 1983;
Mellers, Hertwig, & Kahneman, 2001). Tversky and Kahneman (1983) 
also found that statistically naïve respondents made conjunction errors
even in a direct comparison of the critical outcomes. As in the case of 
extension neglect, however, conjunction errors are less robust in within-
subject conditions, especially when the task involves a direct comparison
(see Kahneman & Frederick, 2002 for a discussion). 

• Hsee (1999) asked participants to price sets of dinnerware offered in a
clearance sale. One of the sets (A) consisted of 24 pieces, all in good con-
dition. The other set included the same 24 pieces, plus 16 additional
pieces, of which 7 were in a good condition and 9 were broken. When
each respondent evaluated only one set, mean willingness to pay (WTP)
was $33 for the smaller set and $23 for the larger set (p < .01). In contrast,
participants who evaluated both sets were consistently willing to pay more
for the larger set. List (2002) observed similar violations of dominance
with a different good (sets of baseball cards), in a real market situation.

• Problems of the following kind have been used in several experiments
(Kahneman & Tversky, 1972; Griffin & Tversky, 1992).

A sample has been drawn from one of two urns. One urn contains 70%
red balls and 30% white balls. The proportions are reversed in the other
urn. What is the probability that each of these samples was drawn from
the predominantly red urn?

A sample of three red balls and zero white balls (3R, 0W)
A sample of four red balls and three white balls (4R, 3W)
A sample of seven red balls and three white balls (7R, 3W)

The extensional target variable here is the degree of support for the ‘red’
hypothesis relative to the ‘white’ hypothesis. The normative solution is
straightforward: posterior probability (the target attribute) is determined
by an additive combination over sample elements – the difference be-
tween the number of red and white balls in the sample. The psychological
solution is equally straightforward: the prototype attribute (the heuristic)
is an average of support, which corresponds to the proportion of red balls
in the sample. Thus, the addition of (4R, 3W) to (3R, 0W) raises the value
of the target attribute but reduces the value of the heuristic attribute. This
particular example is fictitious, but the pattern of findings indicates that
respondents would derive much more confidence from (3R, 0W) than
from (7R, 3W) (Kahneman & Tversky, 1972; Griffin & Tversky, 1992).

• A randomized clinical experiment was conducted as a follow-up to the
colonoscopy study described earlier. For half the patients, the instrument
was not immediately removed when the clinical examination ended.
Instead, the physician waited for about a minute, leaving the instrument
stationary. The experience during the extra period was uncomfortable,
but the procedure guaranteed that the colonoscopy never ended in severe
pain. Patients reported significantly more favorable global evaluations in
this experimental condition than in the control condition (Redelmeier,



Katz, & Kahneman, in press). Violations of dominance have also been con-
firmed in choices. Kahneman, Fredrickson, Schreiber, and Redelmeier
(1993) exposed participants to two cold-pressor experiences, one with
each hand: a “short” episode (immersion of one hand in 14˚C water for 60
seconds), and a “long” episode (the short episode, plus an additional 30
seconds during which the water was gradually warmed to 15˚C). When
they were later asked which of the two experiences they preferred to re-
peat, a substantial majority chose the long trial. This pattern of choices is
predicted from the Peak/End rule of evaluation, which was described ear-
lier. The same pattern of results was found with unpleasant sounds of vari-
able loudness and duration (Schreiber & Kahneman, 2000).

The consistency of the results observed in diverse studies of prototype heuris-
tics suggests the need for a unified interpretation, and challenges interpreta-
tions that only apply to a single domain. A number of authors have offered
competing interpretations of base-rate neglect (Cosmides & Tooby, 1996;
Koehler, 1996), insensitivity to scope in WTP (Kopp, 1992), and duration neg-
lect (Ariely & Loewenstein, 2000). In general however, these interpretations
are specific to a particular task, and would not carry over to demonstrations
of extension neglect in the other tasks that have been discussed here.
Similarly, the attempts to describe the conjunction fallacy as a miscommuni-
cation between experimenter and respondent (Dulany & Hilton, 1991;
Hilton & Slugoski, 2001) do not explain analogous violations of monotonici-
ty in the cold-pressor experiment and in the pricing of private goods. In con-
trast, the account offered here (and developed in greater detail by
Kahneman & Frederick, 2002) is equally applicable to diverse tasks that re-
quire an assessment of an extensional target attribute. 

The findings obtained in choices and joint evaluations confirm the exis-
tence of two distinct ways of choosing, which were already identified in
prospect theory (Kahneman & Tversky, 1979). In the non-analytic procedure
that I have called “choosing by liking” (Kahneman, 1994), the individual con-
siders the global evaluation of the two options separately, and selects the one
that has the higher global value, without detailed comparison of the options.
Choice by global value was the basic mechanism assumed in prospect theory.
However, prospect theory also introduced the idea that if the individual de-
tects that one option dominates the other, the dominant option will be cho-
sen without consulting their separate valuations. The same mechanisms apply
to problems of judgment, such as the case of Linda, where some statistically
sophisticated individuals detect that one of the sets includes the other and re-
spond accordingly, ignoring representativeness. In Hsee’s dinnerware study
(1998), respondents chose by liking in separate evaluation, and chose by
dominance in joint evaluation. 

Joint evaluation is not sufficient to guarantee choice by dominance; it is al-
so necessary for the decision makers to realize explicitly that one of the op-
tions is strictly better than the other. This requirement was not satisfied in the
cold-pressor experiment. Although the participants were exposed to both ex-
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periences (joint evaluation), they did not notice that the long episode con-
tained all the pain of the short one, and then some extra pain. Most respon-
dents would have made a different choice if they had understood the struc-
ture of the options. 

The normative logic of belief and choice is extensional, and it requires ap-
propriate valuation of extensional attributes, which include both probability
and utility. The examples that were discussed in this section demonstrate a
pervasive departure from extensional logic, in the intuitive evaluation of both
evidence and outcomes. The substitution of prototype attributes for exten-
sional attributes appears to be a general characteristic of System 1, which is in-
compatible with both Bayesian beliefs and utility maximization. 

CONCLUSIONS

The starting point of the present analysis was the observation that complex
judgments and preferences are called ‘intuitive’ in everyday language if they
come to mind quickly and effortlessly, like percepts. Another basic observa-
tion was that judgments and intentions are normally intuitive in this sense,
but can be modified or overridden in a more deliberate mode of operation.
The labels ‘System 1’ and ‘System 2’ were associated with these two modes of
cognitive functioning. 

The preceding sections elaborated a single generic proposition: “Highly ac-
cessible impressions produced by System 1 control judgments and prefer-
ences, unless modified or overridden by the deliberate operations of System
2.” This template sets an agenda for research: to understand judgment and
choice we must study the determinants of high accessibility, the conditions
under which System 2 will override or correct System 1, and the rules of these
corrective operations. Much is known about each of the three questions.

First, consider the ways in which the concept of accessibility was used here.
Framing effects were attributed to the fact that alternative formulations of the
same situation make different aspects of it accessible. The core idea of
prospect theory, that the normal carriers of utility are gains and losses, in-
voked a general principle that changes are relatively more accessible than ab-
solute values. Judgment heuristics were explained as the substitution of a
highly accessible heuristic attribute for a less accessible target attribute.
Finally, the proposition that averages are more accessible than sums unified
the analysis of prototype heuristics. A recurrent theme was that different as-
pects of problems are made accessible in between-subjects and in within-sub-
ject experiments, and more specifically in separate and joint evaluations of
stimuli. In all these cases, the discussion appealed to rules of accessibility that
are independently plausible and sometimes quite obvious.

The status of accessibility factors in psychological theorizing is, in princi-
ple, similar to the status of perceptual grouping factors. In both cases there is
no general theory, only a list of powerful empirical generalizations that pro-
vide a sound basis for experimental predictions and for models of higher-
level phenomena. Unlike Gestalt principles, which were catalogued a long
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time ago, a comprehensive list of the factors that influence accessibility is yet
to be drawn. The list will be long, but many of its elements are already known.
For example, it is safe to assume that similarity is more accessible than proba-
bility, that changes are more accessible than absolute values, and that aver-
ages are more accessible than sums. Furthermore, each of these assumptions
can be verified independently by multiple operations, including measure-
ments of reaction time, susceptibility to interference by secondary tasks, and
asymmetric priming. Assumptions about accessibility are incompletely theo-
rized, but they need not be vague and they can do genuine explanatory work.

The present discussion of accessibility effects has been restricted to the dif-
ferential accessibility of attributes (dimensions) on which judgment objects
vary, such as length or price, similarity and probability, (Kahneman &
Frederick, 2002). A similar analysis could be applied to the accessibility of
particular values of attributes, such as ‘six feet’ or ‘two dollars’. Highly acces-
sible values are generally overweighted, and when considered as possible an-
swers to a question they become potent anchors (Epley & Gilovich, 2002;
Strack & Mussweiler, 1997; Chapman & Johnson, 2002). The effects of
salience and anchoring play a central role in treatments of judgment and
choice. Indeed, anchoring effects are among the most robust phenomena of
judgment, and overweighting of salient values is likely to be the mechanism
that explains why low-probability events sometimes loom large in decision
making. The analysis of accessibility could readily be extended to deal with
these observations.

The claim that cognitive illusions will occur unless they are prevented by
System 2 sounds circular, but it is not. Circular inferences are avoidable be-
cause the role of System 2 can be independently verified in several ways. For
example, the assumption that System 2 is vulnerable to interference by com-
peting activities suggests that manifestations of intuitive thought that are nor-
mally inhibited may be expressed when people are placed under cognitive
load. Another testable hypothesis is that intuitive judgments that are sup-
pressed by System 2 still have detectable effects, e.g., in priming subsequent
responses. 

Principles of accessibility determine the relative power of the cues to which
the monitoring functions of System 2 respond. For example, we know that
differences between options are more salient in joint than in separate evalua-
tion, and that any variable which is manipulated in a factorial design will at-
tract some attention. Other cues can be found in the wording of problems
and in the context of previous tasks. Many apparent inconsistencies in the lit-
erature on judgment heuristics are easily resolved within this framework
(Kahneman & Frederick, 2002). A judgment bias that appears in some situa-
tions but not in others usually provides information about the factors that
control corrective operations. As already noted, the attribution of the vari-
ability of intuitive judgments to System 2 is a source of readily testable hy-
potheses. It suggests, for example, that intelligence will be correlated with
susceptibility to biases only in problems that provide relatively weak cues to
the correct solution. In the absence of cues, there is no opportunity for intel-
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ligence or sophistication to manifest itself. When cues are abundant, at the
other extreme, even the moderately intelligent will find them (Kahneman,
2000a; Stanovich & West, 1999, 2002).

The model suggests four ways in which a judgment or choice may be made: 

(i) no intuitive response comes to mind, and the judgment is produced by
System 2. 

(ii) an intuitive judgment or intention is evoked, and
a. is endorsed by System 2; 
b. serves as an anchor for adjustments that respond to other features of

the situation; 
c. is identified as incompatible with a subjectively valid rule, and blocked

from overt expression. 

There is of course no way to ascertain precisely the relative frequencies of
these outcomes, but casual observation suggests the following ordering, from
most to least frequent: 

(iia) – (iib) – (i) – (iic)

Most behavior is intuitive, skilled, unproblematic and successful (Klein,
1998). In some fraction of cases, a need to correct the intuitive judgments
and preferences will be acknowledged, but the intuitive impression will be the
anchor for the judgment. Under-correction is more likely than over-correc-
tion in such cases. A conservative general prediction is that variables that are
neglected in intuition will remain underweighted in considered judgments. 

The analysis of intuitive thinking and choice that has been presented here
provides a framework which highlights commonalities between lines of re-
search that are usually studied separately. In particular, the psychology of
judgment and the psychology of choice share their basic principles, and dif-
fer mainly in content. At a more specific level, prototype heuristics solve
structurally similar problems in diverse domains, where they yield closely 
similar patterns of results. Furthermore, the principles are not specific to the
domain of judgment / decision making. The analogy between intuition and
perception has been especially fruitful in identifying the ways in which in-
tuitive thought differs from deliberate reasoning, and the notions of accessi-
bility and dual-process analyses play a fundamental role in several domains of
social and cognitive psychology.

A general framework such as the one offered here is not a substitute for do-
main-specific concepts and theories. For one thing, general frameworks and
specific models make different ideas accessible. Novel ideas and compelling
examples are perhaps more likely to arise from thinking about problems at a
lower level of abstraction and generality. However, a broad framework can be
useful if it guides a principled search for analogies across domains, to identi-
fy common processes and to prevent overly narrow interpretations of find-
ings.
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tant of these were “Judgment under Uncertainty: 
Heuristics and Biases,” published in 1974 in 
Science, which introduced the idea of judgment 
heuristics, including anchoring; and “Prospect 
Th eory: An Analysis of Decision under Risk,” 
published in 1979 in Econometrica. In 1977, Dr. 
Kahneman and Dr. Tversky met Richard Th aler, 
who later became the leading fi gure in behavioral 
economics. Dr. Kahneman has called his friend-
ship with Dr. Th aler “the second most important 

professional friendship” of his life. Dr. Kahneman and Dr. 
Tversky subsequently became involved in the development of 
this new approach to economic theory, eventually collaborat-
ing on several papers with Dr. Th aler.

In 1978, Dr. Kahneman moved to Vancouver to take 
a position as professor of psychology at the University of 
British Columbia. He continued to collaborate with Dr. 
Tversky, who had accepted a position at Stanford University 
the same year, and the two completed their study of framing 
over the next several years. Dr. Kahneman also collaborated 
with Dr. Th aler on a variety of topics that integrated psychol-
ogy and economics, including the endowment eff ect and 
public views about fairness in economic transactions. From 
1986 to 1993, Dr. Kahneman returned to the University of 
California, Berkeley, as professor of psychology. During the 
1990s, Dr. Kahneman’s research focus shifted to hedonic 
psychology—the study of what makes experiences and life 
pleasant or unpleasant, satisfying or unsatisfying—as well as 
to studies of well-being that built on his previous research 
about experienced utility. Recently he has been working to 
develop and promote adversarial collaboration within the 
social sciences. During the course of his academic career, Dr. 
Kahneman also has been associated with the University of 
Michigan, Harvard University, the Russell Sage Foundation, 
the Canadian Institute for Advanced Research, and the 
Applied Psychological Research Unit in Cambridge, England.

Since 1993, Dr. Kahneman has been associated with 
Princeton University, where he is the Eugene Higgins 
Professor of Psychology, Emeritus, and Professor of 
Psychology and Public Aff airs, Emeritus; he is also a Senior 
Scholar at Princeton’s Woodrow Wilson School of Public and 
International Aff airs and a Fellow at the Center for Rationality 
at Th e Hebrew University of Jerusalem. Since 2004, he has 
served as a Gallup senior scientist, advising and consulting 
with Gallup researchers on behavioral economics and his 
recent research on psychological well-being. Dr. Kahneman 

D aniel Kahneman is widely considered the 
most infl uential psychologist in the world 
today. He is best known in the fi nancial 

realm for pioneering work that helped to lay 
the foundation for behavioral economics, which 
studies the psychology of judgment and economic 
decision making and its impact on the fi nancial 
markets. Together with his long-time collabora-
tor Amos Tversky, Dr. Kahneman explored the 
ways in which human judgment systematically 
departs from the basic principles of decision theory when 
evaluating economic risk, consequently creating the concept 
of prospect theory. Th eir fi ndings challenged fundamental 
economic assumptions and expanded the boundaries of 
research by introducing psychologically realistic models into 
economic theory. So ground-breaking are their discoveries 
that New York Times columnist David Brooks has called Drs. 
Kahneman and Tversky “the Lewis and Clark of the mind.” In 
2002, Dr. Kahneman’s work was recognized with the Nobel 
Memorial Prize in Economic Sciences for his integration of 
insights from psychological research into economic science.

Born in Tel Aviv in 1934, Dr. Kahneman spent his 
childhood—including the period of the Nazi occupation 
(1940–1944)—in France before moving to British Palestine 
(now Israel) in 1948. In 1954, he earned a bachelor of science 
degree with a major in psychology and a minor in mathemat-
ics from Th e Hebrew University of Jerusalem, then joined 
the Israel Defense Forces, where he served in the psychology 
branch. His responsibilities included evaluating candidates 
for offi  cer training school and developing a method for 
interviewing combat unit recruits, which much later provided 
some of the basic ideas of his work with Amos Tversky on 
judgment. According to Dr. Kahneman, “Th is was the begin-
ning of a lifelong interest in the statistics of prediction and 
description.” In 1958, he began PhD studies at the University 
of California, Berkeley. After completing a doctorate in 
psychology in 1961, Dr. Kahneman returned to Th e Hebrew 
University of Jerusalem as a lecturer in psychology; he was 
promoted to senior lecturer in 1966 and later to professor.

In 1969, Dr. Kahneman began his long collaboration with 
Dr. Tversky, a fellow psychology professor at Th e Hebrew 
University. Th eir fi rst jointly authored paper, “Belief in the 
Law of Small Numbers,” was published in 1971. Over the 
next thirteen years, Dr. Kahneman and Dr. Tversky worked 
together to produce a series of seminal articles in the fi eld 
of judgment and decision making. Among the most impor-
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impact on investors’ well-being. Taking part in the discus-
sion were Margaret M. Towle, PhD, the Journal editor-in-
chief, of HighTower Advisors; Mark Anson, PhD, of Oak 
Hill Investments; Edward Baker of Th e Cambridge Strategy; 
Geoff rey Gerber, PhD, of TWIN Capital Management; and 
Meir Statman, PhD, of Santa Clara University. Th is interview 
is the twelfth in the Journal’s Masters Series, which presents 
topical discussions with leading experts and visionaries in 
fi nance, economics, and investments.

Margaret Towle: First of all, Dr. Kahneman, thank you 
so much for agreeing to spend some time with us today. 
We’re all well-acquainted with your exceptional background 
and contributions, and we hope to get a little more insight 
into the factors that helped to shape your career. Looking 
back over your experiences—from your childhood in Nazi-
occupied France, your collaboration with Richard Th aler1 in 
behavioral economics, through your recent work in intuition 
and the role that it plays in scientifi c investigation—what do 
you regard as the major factors that shaped your career and 
brought you to where you are today? Your accomplishments 
are too numerous to list, of course, but what do you consider 
your major achievements?

Daniel Kahneman: I think there’s no question about the 
main determinant of my career, and that was the joint work 
with Amos Tversky.2 As you know, most of my research has 
been collaborative. So having brilliant friends, I think, is the 
secret of any success I have achieved. In addition, there is 
a large element of being in the right place at the right time 
intellectually, that is, answering questions to which people 
are interested in hearing your answers. So, yes, I’ve been very 
fortunate. Clearly, if you want to understand what I’ve done, 
it’s mostly collaborative.

Margaret Towle: What about on the other side, that is, 
what you would consider—I don’t know if we want to call 
them mistakes—but your biggest disappointments in terms of 
events that happened throughout your career?

Daniel Kahneman: Th e worst thing that happened in 
my career was that, as I just mentioned, Amos Tversky and 
I collaborated for a long time, beginning in 1969, and then 
[in 1978] he went to Stanford University and I went to the 
University of British Columbia. We went on collaborating for a 
while after that, but it became very diffi  cult for many reasons, 
mainly the physical separation. I think that together we were 
doing work that was better than either of us did separately. So 
the fact that we stopped working together was a major disap-
pointment. I think I would have done better work if we had 
gone on working together, and probably so would he.

Meir Statman: In your most recent book, Th inking, Fast 
and Slow, you talk about the organizing principles of System 1 
and System 2.3 I was speaking some months ago to a group 
of wealthy investors and business owners, noting the need to 
check intuition by the rules of science. One of the participants 
said that he still trusts his gut much more than scientifi c evi-
dence. How can we persuade people to check their intuition? 
And should we persuade people to check their intuition?

is a founding partner of Th e Greatest Good, a business and 
philanthropy consulting company formed with the goal of 
applying cutting-edge data analysis and economic methods to 
the most salient problems in business. He is a consultant to 
Guggenheim Partners, an investment advisory fi rm.

Dr. Kahneman has written and edited numerous books 
and authored more than 170 articles for professional journals. 
Th e 1974 Science paper and the 1979 Econometrica paper 
that he co-authored with Dr. Tversky are among the most fre-
quently quoted works in social science; Dr. Kahneman him-
self was cited in scholarly journals more than 28,000 times 
between 1979 and 2011, according to the Th omson Reuters 
Web of Science data base. Th e Decision Analysis Society pre-
sented Dr. Kahneman with its Publication Award for the best 
paper published in 2003 for “Maps of Bounded Rationality: 
Psychology for Behavioral Economics.” Dr. Kahneman’s recent 
book, Th inking, Fast and Slow (2011), summarizes much of 
his research, is a bestseller, was selected as one of the best 
books of 2011 by the New York Times Book Review, the Wall 
Street Journal, the Economist, and Canada’s Globe and Mail; 
and won the Los Angeles Times Book Prize.

Dr. Kahneman has received every major award in the 
fi eld of psychology, including the American Psychological 
Association’s 2007 award for outstanding lifetime contribu-
tions to psychology and the University of Louisville’s 2003 
Grawemeyer Award in psychology (with Dr. Tversky) for 
revolutionizing the scientifi c study of decision making. 
In 2011, the American Economic Association named Dr. 
Kahneman as a distinguished fellow, Bloomberg named him 
as one of the fi fty most infl uential people in global fi nance, 
and Foreign Policy magazine recognized him as one of the 
world’s top global thinkers. In 2005, Dr. Kahneman was 
voted 101st among the 200 greatest Israelis of all time in 
a poll conducted by the Israeli news website Ynet. He has 
been awarded honorary doctorates by numerous universities 
including the University of Michigan, Erasmus University 
in the Netherlands, University of Paris, University of Milan, 
Harvard University, and Th e New School.

In February 2012, Dr. Kahneman spoke with members 
of the Editorial Advisory Board of the Journal of Investment 
Consulting about his investigations into decision making in 
the context of a dual-process model, loss aversion and risk 
tolerance, adversarial collaboration, and fi nancial advisors’ 
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intuitions are products of heuristics of judgment and are 
quite often mistaken.5 Th e problem is that even the mistaken 
intuitions come to mind with considerable confi dence. It’s 
very diffi  cult to distinguish between intuitions that refl ect real 
skill and intuitions that don’t. It is not easy for an observer, 
and even harder for the individual who has the intuition. We 
don’t know the boundary between skill and heuristic in our 
own thinking.

Ed Baker: So that makes this type of behavior very dif-
fi cult to distinguish, that is, when it’s an example of skill and 
when it’s not?

Daniel Kahneman: In Th inking, Fast and Slow, I 
described my collaborative work with Gary Klein6 on 
determining whether you can trust intuitive thinking. Th e 
conclusion is that if you want to know whether you can trust 
intuition, your own or somebody else’s, you shouldn’t ask 
about subjective confi dence, because that can be very mis-
leading. Instead, you should ask about the probability that a 
person’s intuitions arise from genuine skill. For that, you have 
to look at whether the world is suffi  ciently regular to support 
skill, which is true for chess masters and for recognizing the 
emotion in your wife’s voice but probably isn’t true in the 
stock market. Second, you have to ask whether the individual 
has had suffi  cient practice to acquire this skill. So confi dence 
is not it. You’ve got to look from the outside. When a person 
makes a judgment, you have to ask what are the probabilities 
that this judgment is well-founded given the nature of the 
world in which that individual operates and the nature of the 
practice that the individual has had.

Ed Baker: Interesting, but there certainly are contexts 
in which confi dence plays a dominant role in success, for 
example, in a leadership setting.

Daniel Kahneman: Absolutely. We reward confi dent 
optimists. Th ere is no question that, in the context of leader-
ship, somebody with high confi dence is more likely to inspire 
trust in others and is more likely to attract resources that are 
needed for success. Optimism also facilitates resiliency in the 
context of execution. However, we need to distinguish situa-
tions in which optimism and confi dence are useful from situ-
ations in which they are not. Roughly speaking, confi dence is 

Daniel Kahneman: I don’t know that you can persuade 
everybody. Th e confi dence that people have in their intu-
itions is a genuine feeling; it is not an opinion. You have 
the immediate feeling that your thinking is right, that your 
intuitions are valid, and it’s like something you see, an illu-
sion. People are very resistant to changing their minds about 
their cognitive illusions. We’re much more willing to accept 
visual illusions, but people really resist when you tell them 
that their thinking in a certain way is an illusion. It’s very dif-
fi cult to convince them. On the whole, the ideas of System 1 
and System 2 are penetrating, that is, there is more and more 
readiness to accept them. However, it’s slow, and when they 
confl ict with people’s direct intuition, you’ll fi nd they quite 
frequently lose.

Meir Statman: Th e people to whom I was speaking were 
members of families who had established very successful 
businesses. I was wondering whether their experience had 
involved one or two decisions that went spectacularly well, 
which persuaded them to believe in a version of the law of 
small numbers.4

Daniel Kahneman: Absolutely. It’s very clear that it 
doesn’t take very much for people to think that there is a 
pattern, and it doesn’t take many successes for people to 
think that they are very, very smart, and it doesn’t take many 
successes for others to think that a successful person has 
been very smart. People can be lucky, and that will feed into 
overconfi dence. But even without luck, people are prone to 
overconfi dence.

Ed Baker: I have a slightly diff erent question, but related 
to that. I picked up on one comment you made in your Nobel 
Prize autobiography, which I found to be just fascinating. In 
particular, you said that most highly cognitive performances 
are intuitive. I wondered, when it comes to identifying skill, 
does that make it harder or easier? Is there something about 
this characteristic that one can identify, or is it really just 
unique from instance to instance? Is there a pattern that one 
can see?

Daniel Kahneman: What we call intuitive thinking refers 
to the ideas that come to mind quickly and without refl ec-
tion, quite often automatically. You’re in a situation, and 
you know what to do or you know how to understand that 
situation. Most of the time, our intuitions are just fi ne. We 
mostly run on what I call System 1 intuitively and with high 
confi dence and very successfully. Th at is true both in very 
simple matters—for example, recognizing a speaker’s emotion 
on the telephone from hearing one word, this is something 
at which all of us are quite skilled. Intuition is often excellent 
in complex tasks as well. We have learned hundreds of skills 
that actually are at the level of a chess master, except we don’t 
think of them that way. When we get highly practiced, we 
develop skills. Th e problem with intuition and with people 
who want to trust their gut is that intuitions come with high 
confi dence. Th e confi dence is justifi ed when intuition is a 
product of skill, which people have acquired through numer-
ous experiences with immediate feedback. However, some 
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do to their well-being? Is it possible that a good part of what 
fi nancial advisors do is increase investors’ well-being while 
potentially diminishing their wealth?

Daniel Kahneman: Th ose are two very diff erent questions, 
so I’ll take them one at a time. We know from recent research 
that, beyond a certain income threshold, which is actually quite 
low—it’s about $70,000 per household, emotional happiness 
doesn’t seem to increase at all. Now, life satisfaction probably 
increases reasonably steadily with wealth. When people seek 
more wealth, although they will never spend what they already 
have, this is clearly because money is a proxy for something 
else. I mean, money is a proxy for ego satisfaction. So most of 
these people are in it because they need success, and money 
is just an index of success. Th at, I think, is the motivation for 
many people. Actually, I think the people who are strictly moti-
vated by money rather than by success are mainly the poor and 
the very poor. For most of us professionals, money is a proxy 
for something else, and that is certainly true for hedge fund 
managers. So that’s an answer to your fi rst question.

Your second question is a very interesting one—what is 
the relationship between fi nancial advising and the client’s 
well-being? Actually, I’ve worked with that question before. In 
fact, with a well-respected investment advisory fi rm, Andrew 
Rosenfi eld8 and I were involved in devising a program for 
advising very wealthy investors. Th ere you’re really more con-
cerned with their well-being than with their wealth. Primarily 
you want to protect them from regret, you want to protect 
them from the emotions associated with very big losses. So you 
end up focusing more on their emotions than on their wealth.

Meir Statman: Can you give an example of how you 
might have done this?

Daniel Kahneman: Th at relates to another question, that 
is, how does one identify risk tolerance? Our thinking on this 
was that the issue is not so much tolerance for risk as it is tol-
erance for losses. Tolerance for losses means that you have to 
know—the individual investor has to know and certainly the 
advisor has to try to know—how much loss the person will 
be able to tolerate before he changes his mind about what he 
is doing. Clearly, changing course by and large is not a good 
idea, and selling low and buying high is not a good idea. You 
have to anticipate regret and identify the individuals who are 
very prone to regret. Th ey’re not going to be very good clients 
for the fi nancial advisor. If people are very prone to regret, 
then you have to help them devise a plan that will minimize 
their regret. For the very wealthy, emotion is clearly impor-
tant in determining what policy is appropriate.

Geoff  Gerber: I remember hearing Amos Tversky present 
the fi ndings of your collaborative research at a University 
of California, Berkeley, seminar on fi nance back in the early 
1980s. He introduced the concept of loss aversion bias9 that 
you’re talking about, which, as you say, is the tendency to 
fear losses more than we value gains. Th e question from an 
investment manager’s perspective or an investor’s perspective 
is does the implementation of stop-loss limits10 help alleviate 
the loss aversion bias?

very useful in the context of execution, that is, when you are 
already committed to a course of action, you need to believe 
that you can do it. Th at will make you more resilient if things 
go badly, and thereby improve the real chances of success. 
If I have a favorite football team, I would like those players 
to be optimistic when they are on the fi eld. In the context of 
decision making, however, I have absolutely no interest in my 
fi nancial advisor being an optimist. I would like him to be as 
well-calibrated as possible.

Mark Anson: I’ve had experience working with pension 
funds over the years, and it’s interesting to observe the group 
psychology and herding7 that you see associated with large 
institutional investors. At least I’ve observed it from time to 
time with pension funds tending to move in the same direc-
tion at the same time. I noticed in your book that you talk 
about System 1 versus System 2 and the behavioral biases that 
can impact either of them. I was curious, from your point of 
view, do you fi nd more behavioral bias embedded in a System 1 
process versus a System 2? It seems like a System 2 process, 
which you refer to as a bit more analytical, might at times 
have the potential to be lazy and just accept what the rest of 
the herd is doing. Can you comment on that?

Daniel Kahneman: Th e way I analyze this in the book, 
most actions involve both systems. Th at is, System 1 quite 
often is the one that originates an idea or an impulse for an 
action. Th en System 2 quite often endorses it, without checking 
suffi  ciently. Th at happens a great deal. In addition, System 2 
quite often lacks the necessary knowledge. So you can slow 
yourself down, but mobilizing System 2 won’t do anything for 
you if you don’t have the tools to understand the situation. 
Slowing down is good when it allows you to deal with a situ-
ation more intelligently. Slowing down won’t help when you 
are out of your depth.

Mark Anson: When people slow down, doesn’t that tend 
to mean that they fall back in with the pack again, in that 
herding behavior that many have written about?

Daniel Kahneman: I’m not at all sure of that. I would 
attribute herding to a System 1 tendency. In situations of very 
high ambiguity, and when you have lost your confi dence in 
your own ability to understand the world, then the tendency 
to do just what other people are doing is extremely power-
ful. It’s also reinforced by social norms and by groups. If you 
see other pension funds doing something and you don’t do 
it, you will get severely punished if you lose for not following 
the herd. So following the herd has an element of safety in it, 
and it’s bound with System 1. I don’t think of it as primarily a 
System 2 process. Herding is not necessarily something one 
does as the result of analysis. It is what one does when one’s 
confi dence is impaired.

Meir Statman: Th ere are two areas that I hope you will 
not end this interview without addressing. One has to do 
with your work on well-being, and the other has to do with 
your work on fairness. Why do people with billions of dol-
lars—hedge fund managers as one example—want even more 
money? I know what it does to their wealth, but what does it 
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Daniel Kahneman: Actually, this is a topic I haven’t 
thought about, so I don’t have a clear sense. In part, the need 
to hide fees comes from the fact that many of the advisors 
are frequently confl icted to some extent because if they’re 
associated with a fi rm that provides products, then there 
is a problem associated with fees. Advisors who are com-
pletely hands-off , that is, those who are not involved with the 
products they are selling, probably should have no diffi  culties 
explaining their fees and charging for their services. It’s those 
who are in a more ambiguous position who are probably sen-
sitive about their fees. I haven’t seen much discussion of the 
fairness of fees because clearly this is a competitive market, 
and there is enough variability in the fees for individuals to 
make their own choices.

Ed Baker: Moving on to a diff erent area, I was interested 
in asking about your new work in adversarial collaboration.11 I 
found that to be a fascinating turn of events in your life. What 
motivated that? Have you found some interesting oppor-
tunities to do new creative work? How can this be applied? 
It seems that if you could develop some systematic rules, it 
could be a major breakthrough in the way negotiations work. 
I’m thinking, of course, in the area of government.

Daniel Kahneman: I got into adversarial collaboration 
because there is a system in the scholarly literature where 
people critique other people’s writings, and then there is a 
reply, and then there is a rejoinder. Th at’s the routine in scien-
tifi c publications. I was just very struck by how totally waste-
ful this is, because in all these exchanges nobody admits to 
having made an error. It is very striking, and quite frequently 
it becomes an exercise in sarcasm. It’s just foul actually. So 
having been involved in some controversy, I became very 
interested in the possibility of trying to meet people who 
don’t agree with me. All of us have a shared commitment to 
science, and we—at least in principle—also have a shared 
commitment to truth. Th at gives us some basis for working 
together to achieve truth. Now it turns out that even among 
scientists, the commitment to truth is—well, it’s a real com-
mitment—but emotion comes in. One of the striking things 
about adversarial collaboration—and I’ve had several—is 
that at the end of the collaboration, nobody feels that he has 
changed his mind much. Th at’s very typical.

Daniel Kahneman: Th e main question that I have found 
useful to ask when someone is very wealthy is how much 
loss is the individual willing to tolerate? Th at is, what fraction 
of their wealth are they actually willing to lose? It turns out 
that fraction is usually not very large. Th at’s a very important 
parameter. How much do they really want to protect as much 
as possible, and how much are they willing to consider losing? 
Th at varies a lot among individuals. By and large, the very 
wealthy mostly want to protect their wealth, and they’re will-
ing to play with a small fraction of it. Th at is the fraction they 
are prepared to lose, but it’s not a large fraction. So they’re 
loss averse, not risk averse as such.

Geoff  Gerber: So you’re suggesting that setting a stop-loss 
higher or lower depends on your willingness to accept a loss? 
Is that a good approach?

Daniel Kahneman: For the individual who is very con-
cerned about losses, I think this is certainly a good approach. 
Th at’s the major question you want to ask the investor. How 
much are you willing to lose? Th en you have to take steps so 
that they won’t lose more than they are willing to lose. Th at’s 
in eff ect stop-loss policy.

Ed Baker: Could you in fact organize questions that 
involve costs of insurance to see how much they’d be willing 
to pay for insurance that would protect against losses?

Daniel Kahneman: Th at’s interesting. I hadn’t thought 
of it that way—in terms of insurance. Yes, that would be an 
interesting approach. Also, people have to become aware of 
the fact that by stopping their losses, they are giving up some 
potential upside. Looking at the trade-off  between the upside 
and the downside gives you a sense of their attitude toward 
losses and what you should encourage them to do.

Meir Statman: You mentioned that people are willing to 
play with or lose some portion of their money. I don’t know if 
you have in mind that they keep two mental accounts: one is 
money that is not to be lost, and the other is money that can 
possibly be lost?

Daniel Kahneman: Th at is exactly what we have in mind. 
We actually had the individual construct two portfolios. One 
is a portfolio that is designed mainly for safety, and the other 
portfolio is designed to take advantage of opportunities. Th e 
relative size of the two portfolios represents one way of iden-
tifying loss aversion because with your riskier portfolio, that’s 
an amount you can consider losing. It’s not only two mental 
accounts. At least with some clients, we make this com-
pletely explicit, that is, clients receive information about two 
accounts, about their safe account and their riskier account. 
Th is is a very natural way for people to think.

Meir Statman: If I might move on to the issue of fairness, 
where you’ve done a lot of work, perhaps I can frame my 
question in the context of the fees that are charged by advi-
sors. I think that fi nancial advisors have more diffi  culty than 
other professionals, say physicians, lawyers, or accountants, 
in setting fees and justifying their fees. Advisors seem to be 
forever trying to hide their fees in one form or another. Can 
you speak to this issue of fairness?
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Daniel Kahneman: I think that most people believe they 
are in the market to beat the market. If they are planning to 
beat the market, they are willing to pay some price. If, in your 
imagination, you’re going to beat the market by a lot, then 
you become insensitive to fees. In order to become sensitive 
to fees, it’s almost a precondition to accept that you’re very 
unlikely to beat the market systematically, and that’s a dif-
fi cult realization for many investors. Th at relates to the other 
question of why aren’t all investors in index funds. Clearly, 
there has been an increase in the amount of money invested 
in index funds, but I read the statistic of 25 percent of assets 
somewhere. Is that correct?

Meir Statman: At most, I would say.
Daniel Kahneman: Th is is clearly overconfi dence at work, 

and to some extent the people who are selling these services 
are themselves overconfi dent. I had a marvelous experience 
many years ago with a fi nancial advisor, whom I actually 
left—well, I had already left him when we had this conversa-
tion. I had moved to a safer line of investments, and he called 
me and said: “Look, what you are doing is stupid. We could 
make a lot of money for you. You are limiting your gains to 
a fi xed amount, and last year we had several funds that did 
so much better than that amount.” Th en I looked back at the 
letter he had written me a year earlier in which he recom-
mended specifi c funds. None of the funds he had recom-
mended was among those that actually made a lot of money a 
year later. But he didn’t know it. He had no interest in lying to 
me, because I had already left him and he knew I wasn’t com-
ing back. He was fi ghting for his own overconfi dence. I think 
there’s much more sincere overconfi dence than lying among 
the professionals who think they can beat the market, and so 
they convince investors, and investors think, “Here is a guy 
with a track record of fi ve winning years,” and off  they go.

Meir Statman: Obviously, cognitive errors get in the way, 
because the fi nancial services industry is a great puzzle. In 
a world where people are smart—even if not rational—all 
would move on to index funds. Th e question I come back to 
is the question of well-being. Is it possible that we underes-

You asked whether adversarial collaboration could be 
implemented in politics. Th e question is whether there is 
enough of a shared commitment, a shared goal, for people 
to be interested in searching for compromise or in searching 
for joint action. Th is clearly exists among scientists, but it’s 
much less likely to exist among true adversaries in the politi-
cal domain, except possibly in a situation of crisis when it 
would become natural for adversaries to collaborate. I’m not 
very optimistic that adversarial collaboration can generally 
be extended to areas other than science. I’ve had luck with it. 
I’ve had good experiences with adversarial collaboration, I’ve 
avoided lifelong quarrels, and I have made friends. In sum, my 
experience has been a good one, but adversarial collabora-
tion takes a lot of time and a lot of patience. It also sometimes 
takes quite a bit of self-control not to lose your temper with 
somebody who seems stuck on refusing to see the truth as 
you see it. So it’s a mixed bag of experiences, and I’m not sure 
how far it can go beyond science.

Let me add that there are two practices that quite probably 
can advance or spread beyond science. One is, almost as a 
technique, to encourage adversaries to take each other’s point 
of view and to make a speech that is, as it were, for the other 
side. Th at induces empathy, and it really helps you to under-
stand what the other side is doing. Th at’s a very worthwhile 
exercise if you’re really interested in advancing cooperation. 
Th e other practice that seems really useful is socializing. I 
think one of the disasters in Washington is that apparently 
there is now very little socializing across political parties, 
whereas thirty or forty years ago, it was a rule that adversar-
ies would drink and smoke together and go to football games 
together and so on. Th at is enormously important to mitigate 
adversarial relations, and we don’t have that now.

Meir Statman: In politics, persuasion is the thing. It’s 
less a matter of fi nding the truth than getting people to vote 
for you. I think there is an equivalent of that in the fi nancial 
services industry, exploiting cognitive errors rather than 
countering them. For example, we see advertising that magni-
fi es people’s overconfi dence in their ability to beat the market, 
rather than tamp it down. Can you speak to that?

Daniel Kahneman: Obviously, there is a lot of pandering 
to System 1 in advertising. I don’t know if you have in mind 
the ads that encourage you to trade so as to beat the market 
and become rich. Th ose ads are clearly directed at overcon-
fi dent people, and are intended to enhance their overconfi -
dence. Most of advertisement is addressed to System 1, not to 
System 2. Th ere is very little information in advertising, and 
anybody who watches programs with loads of advertising, 
such as the Super Bowl for example, would be hard put to 
fi nd any information about any product. It is very striking—
there is none. It’s all appealing to diff erent types of emotions.

Meir Statman: By one reliable estimate, U.S. investors 
would save more than $100 billion each year if they switched 
to low-cost index funds. Why aren’t more investors using 
index funds? Why aren’t they more sensitive to the fees 
involved?
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Daniel Kahneman: Of course, there are many questions 
about the future, the future of research, and so on. I don’t 
believe in long-run forecasting, and I don’t believe that you 
can say the fi eld is going in one direction or another. I have 
very little to say about where the fi eld is going. Short-term, 
you can tell there is going to be more neuro-economics—
that’s fairly clear, because so many bright students are going 
into that fi eld. Th e role of emotion in decision making is 
going to be discussed, and there’s going to be more of it in the 
near future. Long-term, who knows?

Meir Statman: One sentence in Th inking, Fast and Slow 
that struck and delighted me was one where you said that 
you cringe when you hear people say that Amos Tversky and 
you proved that people are irrational. Could you elaborate on 
that? What is your sense of rationality? What does irratio-
nality mean to you? I know that I have been using the term 
“normal” to defi ne the opposite of rational.

Daniel Kahneman: I’m delighted with that question, and 
I’m actually very pleased to talk about that. Th e word ratio-
nal14 for me is a technical term. Rationality is defi ned in deci-
sion theory15 as logical coherence, and it’s very easy to test. In 
fact, a signifi cant amount of research—and the research done 
by Amos and me, specifi cally—was dedicated to showing that 
people are not rational by that defi nition. But to call people 
irrational makes me cringe because the meaning of irrational-
ity is associated for most people with emotion, with impulsiv-
ity, with frothing at the mouth. Our research was concerned 
with cognitive biases; we did not deal with mistakes that 
people make that arise from emotional impulsivity. As I 
understand the word, what we studied was not irrationality. I 
see a lot of System 1 infl uence, and System 1 is the emotional 
one, but I don’t see all that much irrationality.

Ed Baker: On the other hand, you’ve resisted defi ning 
rationality, you said. If you were forced to come up with a 
defi nition, what would it be?

Daniel Kahneman: I think I just defi ned it. I accept the 
defi nition of rationality as a technical term. I don’t use the 
word rationality except as that technical term. I don’t say peo-
ple are irrational. I speak of reasonableness, I follow Richard 
Th aler in talking about Econs16 versus Humans, and I think 
Meir’s use of normal is the same general idea. I just don’t use 
the word much, except in its technical meaning. Th e so-called 
rational agent17 hypothesis is outlandish and completely 
implausible. No fi nite mind could satisfy the requirement 
of rationality. Th e bottom line is that I don’t need to defi ne 
rationality, because it’s defi ned as a technical term.

Ed Baker: Is there some underlying condition, though, 
that leads to effi  cient markets?

Daniel Kahneman: I don’t know enough economics to 
answer that question. I could quote second-hand or third-
hand that it doesn’t take many rational agents to have enough 
money to enforce market discipline and so on. But I don’t 
really know enough.

Meir Statman: Can you elaborate on what you said in 
your book about prospect theory?18 You noted what pros-

timate the joy that people derive from attempts to beat the 
market? Or that we underestimate the desire for the hope of 
getting rich through their investments?

Daniel Kahneman: I see the question you are raising, 
and it’s a very interesting one. Clearly when people go to Las 
Vegas to gamble, most of them are not going to get rich, and 
they know that they are more likely to lose than to win, but 
they are going for the entertainment and the excitement and 
the thrill and the possibility of winning. Whether people who 
are investing think of it as going to Las Vegas, I personally 
doubt it very much. I don’t think it’s the same thing. Th ey 
don’t know that they’re gambling—they think they’re playing 
a game of skill.

Ed Baker: However, there are examples such as Warren 
Buff ett,12 and people see someone like that apparently making 
money consistently. Do they just misassess the probability of 
winning? Is that really what’s going on?

Daniel Kahneman: I think so. Clearly from the examples 
you see or read about, there are successful people. If you went 
by the proportion of successful and unsuccessful people that 
you see in the media or that you hear talked about, then suc-
cess overwhelms failure. Anybody who relies on what we call 
the availability heuristic13 is going to fi nd support for his over-
confi dence. Th at’s overconfi dence, not a search for well-being. 
Th e few who are in the market for the sheer excitement of it 
probably gamble small amounts, and know that they are in 
Las Vegas.

Meir Statman: Perhaps, but if you ask people who drive a 
Lexus or Rolls Royce if they do it for status, they would surely 
deny it. Th ey would say it’s because of the car’s high quality 
and so on. I wonder if investors lack introspection about their 
wants.

Daniel Kahneman: To some extent, I think you are right. 
Th ere are two separate questions. First, do people know 
the odds? Th e best evidence suggests that they don’t know 
the odds, but they are truly optimistic about the likelihood 
of their winning. Second, when they play, when they are in 
the market, do they by and large derive well-being from it? 
Well, that’s a complicated question, because if somebody is 
more sensitive to losses than to gains, then they don’t get 
much well-being from the winning and losing. Th ey get some 
excitement, and they quite possibly are deluded about how 
much they are winning and losing. Th at is, people have selec-
tive memories for their successes and failures, and they may 
actually misremember their previous record and think that it 
is better than it really was.

Margaret Towle: It’s similar to 2008. When you ask 
people, nobody lost any money then.

Meir Statman: I lost money, I can assure you.
Margaret Towle: We’ve covered a wide range of top-

ics so far today, Dr. Kahneman, but are there other areas of 
interest that you think are especially relevant when it comes 
to the investment industry as far as potential areas of research 
or areas that are unexplored now, given your conceptual 
framework?
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recent work in behavioral fi nance, in particular, be helpful in 
forming market regulation?

Daniel Kahneman: I think there is no question about 
that. Th ere are direct implications of behavioral economics 
and of the idea of bounded rationality24 for regulation. Th e 
idea of the rational agent model has two pernicious conse-
quences. One is that you don’t need to protect consumers 
from themselves because they are rational, and therefore can 
be trusted to make the choices that are best for them. So you 
can oppose Social Security on the dual assumptions that peo-
ple are rational and that they should bear the consequences of 
their actions. However, I believe that regulation is essential to 
protect people from predictable mistakes. You have to do that 
without abridging freedom, of course, but that can be done. 
And then you need to protect consumers from actors in the 
market that would deliberately exploit people’s ignorance and 
their intellectual sloth.

Margaret Towle: Th is has been a most interesting discus-
sion. We really appreciate your taking the time to share your 
views and talk with us. Th ank you, Dr. Kahneman.

Daniel Kahneman: Th ank you. 

Endnotes
1 Richard H. Th aler (1945– ) is an economist and professor of behav-

ioral science and economics at Th e University of Chicago Booth 
School of Business. He is best known as a pioneering theorist in 
behavioral fi nance and for his collaboration with Daniel Kahneman 
and others in further defi ning the fi eld of behavioral economics and 
fi nance. 

2 Amos Tversky (1937–1996) was a cognitive and mathematical psy-
chologist, a key fi gure in the discovery of systematic human cogni-
tive bias and handling of risk, and a longtime collaborator of Daniel 
Kahneman. Th eir early work together focused on the psychology of 
prediction and probability judgment. Th e two went on to develop 
prospect theory, which endeavors to explain irrational human 
economic choices and is considered one of the seminal works of 
behavioral economics. Six years after Tversky’s death, Dr. Kahneman 
received the 2002 Nobel Memorial Prize in Economic Sciences for the 
work he did in collaboration with Tversky. (Th e prize is not awarded 
posthumously.) Kahneman told the New York Times in an interview 
soon after receiving the honor (November 5, 2002): “I feel it is a joint 
prize. We were twinned for more than a decade.”

3 In psychology, dual process theory is used to explain how a phenom-
enon can occur in two diff erent ways or as a result of two diff erent 
processes (and in various mixtures of the two): an implicit (or auto-
matic) unconscious process and an explicit (or controlled) conscious 
process. Daniel Kahneman further diff erentiated these two styles 
of processing as System 1 and System 2. System 1 (or intuition) is 
rapid, automatic, and eff ortless, usually with strong emotional bonds 
included in the reasoning process. System 2 (or reasoning) is slower, 
deliberate, and subject to conscious judgments and attitudes.

4 Th e law of small numbers describes the judgmental bias that can 
occur when an assumption is made that the characteristics of a sam-
ple population can be estimated from a small number of observations 
or data points. 

pect theory did to counter expected utility theory,19 but you 
also pointed out the shortcomings of prospect theory in 
being true to reality. I’m not sure if I’m quoting it correctly, 
but I have this quote in my mind from Amos Tversky that 
“elegance is for tailors.”20

Daniel Kahneman: Amos attributed that quote to Albert 
Einstein. I don’t know if he was right—I never checked.

Meir Statman: Any quote where we don’t know the 
source, we attribute to either [John Maynard] Keynes21 or 
Einstein. In any event, would you comment on the fascination 
we have with higher mathematics and formal models and the 
fi eld’s direction in terms of how it expresses itself? I know you 
don’t forecast long-term, but perhaps short-term?

Daniel Kahneman: Clearly, people who know math-
ematics have an advantage over people who don’t, because 
they speak a language that others don’t understand, whereas 
psychologists, sociologists, and people in professions such as 
that—most of the social scientists—speak in a language that, 
even if they use a little jargon, everybody can understand. So 
mathematics is an exclusive club, and there is a certain pride 
in belonging to it. It creates a mystique, and those who belong 
probably get a little more respect than they deserve. On the 
other hand, I have seen examples where clear mathematical 

thinking really improves the quality of psychological theory. 
Amos Tversky was a master at it. He could use mathematics 
to think better. Th at’s not true of all mathematical psycholo-
gists, but Amos really used mathematics to make himself think 
more clearly. Th ere are other examples as well. In behavioral 
fi nance, for example, we have the demonstrations by Nicholas 
Barberis22 of Yale University that one needs not only loss aver-
sion but also narrow framing23 in order to explain the behavior 
of individuals in the market. Th at was mathematical reason-
ing. It can be very fruitful when used in conjunction with good 
psychological intuition, so it is a very powerful tool.

Margaret Towle: We’re nearing the end of our time, Dr. 
Kahneman, so I’ll ask you if there’s anything we haven’t cov-
ered that you’d like to discuss.

Daniel Kahneman: No, we have covered more than I know.
Margaret Towle: Well, that’s due to collective intelligence, 

I think, as far as the great questions that the group asked.
Ed Baker: I have one fi nal question as to whether you 

have any thoughts for the regulators. Could any of your more 

“  I was just very struck by how 

totally wasteful this is, because in all 

these exchanges nobody admits to 

having made an error. It is very strik-

ing, and quite frequently it becomes 

an exercise in sarcasm. ”
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17 In economics and decision theory, a rational agent, which can include 
individuals, companies, or computer programs, has clear preferences, 
models uncertainty using expected values, and always chooses to 
perform the action that results in the optimal outcome for itself from 
among all feasible actions. 

18 Prospect theory describes the ways in which individuals make choices 
among probabilistic alternatives that involve risk or uncertainty and 
evaluate potential losses and gains. Prospect theory, which attempts 
to model real-life choices rather than optimal decisions, holds that 
individuals make decisions based on the potential value of losses and 
gains (loss aversion) rather than the fi nal outcome. Th e theory was 
developed by Daniel Kahneman and Amos Tversky in 1979 as a psy-
chologically more accurate description of preferences versus expected 
utility theory. 

19 In decision making, expected utility theory, which is based on ele-
mentary rules of rationality, addresses the analysis of choices among 
risky or uncertain prospects by measuring the value of various out-
comes relative to respective probabilities, with the focus on the fi nal 
outcome.

20 “If you are out to describe the truth, leave elegance to the tailor.” 
Attributed to Albert Einstein (1879–1955) as well as to Ludwig 
Boltzmann (1844–1906), an Austrian physicist noted for advocating 
for atomic theory at a time when it was still controversial.

21 John Maynard Keynes (1883–1946) was a world-renowned British 
economist whose ideas, known as Keynesian economics, had a major 
impact on theories of modern economics and politics as well as on 
government fi scal policies.

22 Nicholas C. Barberis (1971– ) is a professor of fi nance at the Yale 
School of Management, where his research focuses on behavioral 
fi nance, specifi cally using cognitive psychology to understand the 
pricing of fi nancial assets.

23 Framing refers to the context in which a decision is made. An investor 
is said to use narrow framing when he makes an investment decision 
without considering the context of his total portfolio. Together, nar-
row framing and loss aversion may provide a method for understand-
ing how individuals evaluate stock market risk by examining their 
evaluation of risk in experimental settings. 

24 In decision making, bounded rationality holds that the rationality of 
individuals is limited by the information they possess, their cognitive 
limitations, and the fi nite amount of time available to make a deci-
sion. Economic models typically assume that the average person is 
rational and will, in large enough numbers, act according to prefer-
ences. Th e concept of bounded rationality revises this assumption to 
account for the fact that perfectly rational decisions are, in practice, 
often unfeasible because of the fi nite computational resources avail-
able for making them. Daniel Kahneman has proposed bounded 
rationality as a model to overcome some of the limitations of the 
rational agent model in economic literature.
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1. Introduction

The publication of Daniel Kahneman’s 
book, Thinking, Fast and Slow (Farrar, 

Straus, and Giroux 2011), is a major intellec-
tual event. The book summarizes, but also 
integrates, the research that Kahneman has 
done over the past forty years, beginning with 
his path-breaking work with the late Amos 
Tversky. The broad theme of this research is 
that human beings are intuitive thinkers and 
that human intuition is imperfect, with the 

result that judgments and choices often devi-
ate substantially from the predictions of nor-
mative statistical and economic models. This 
research has had a major impact on psychol-
ogy, but also on such diverse areas of eco-
nomics as public finance, labor economics, 
development, and finance. The broad field 
of behavioral economics—perhaps the most 
important conceptual innovation in econom-
ics over the last thirty years—might not have 
existed without Kahneman and Tversky’s fun-
damental work. It certainly could not have 
existed in anything like its current form. The 
publication of Kahneman’s book will bring 
some of the most innovative and fundamen-
tal ideas of twentieth century social science 
to an even broader audience of economists. 

In this review, I discuss some broad ideas 
and themes of the book. Although it would 
be relatively easy to carry on in the spirit of 
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the first paragraph, constrained only by my 
limited vocabulary of adjectives, I will seek 
to accomplish a bit more. First, because the 
book mentions few economic applications, I 
will describe some of the economic research 
that has been substantially influenced by 
this work. My feeling is that the most pro-
found influence of Kahneman and Tversky’s 
work on economics has been in finance, on 
what has now become the field of behavioral 
finance taught in dozens of undergradu-
ate and graduate economics programs, as 
well as at business schools. I learned about 
Kahneman and Tversky’s work in the 1980s 
as a graduate student, and it influenced my 
own work in behavioral finance enormously. 

Second, I believe that while Kahneman 
and Tversky’s work has opened many 
doors for economic research, some of the 
fundamental issues it has raised remain 
work in progress. I will thus discuss what 
Kahneman’s work suggests for decision 
theory, primarily as I see it through the lens 
of my recent work with Nicola Gennaioli 
and Pedro Bordalo (Gennaioli and Shleifer 
2010; Bordalo, Gennaioli, and Shleifer 
2012a, 2012b, 2012c). 

Before turning to the book, let me briefly 
address the two common objections to the 
introduction of psychology into econom-
ics, which have been bandied around for 
as long as the field has existed. The first 
objection holds that, while psychological 
quirks may influence individual decisions 
at the boundary, the standard economic 
model describes first order aspects of 
human behavior adequately, and econo-
mists should focus on “first order things” 
rather than quirks. Contrary to this objec-
tion, DellaVigna (2009) summarizes a great 
deal of evidence of large and costly errors 
people make in important choices. Let 
me illustrate. First, individuals pay large 
multiples of actuarially fair value to buy 
insurance against small losses, as well as 
to reduce their deductibles (Sydnor 2010). 

In the standard model, such choices imply 
astronomical levels of risk aversion. Second, 
the standard economic view that persuasion 
is conveyance of information seems to run 
into a rather basic problem that advertising is 
typically emotional, associative, and mislead-
ing—yet nonetheless effective (Bertrand et 
al. 2010; DellaVigna and Gentzkow 2010; 
Mullainathan, Schwartzstein, and Shleifer 
2008). Third, after half a century of teaching 
by financial economists that investors should 
pick low-cost index funds, only a minority do, 
while most select high-cost actively managed 
funds that underperform those index funds. 
These kinds of behavior matter for both 
prices and resource allocation. Explaining 
such behavior with the standard model is 
possible, but requires intellectual contor-
tions that are definitely not “first order.” 

The second objection holds that market 
forces eliminate the influence of psycho-
logical factors on prices and allocations. 
One version of this argument, made force-
fully by Friedman (1953) in the context of 
financial markets, holds that arbitrage brings 
prices, and therefore resource allocation, 
to efficient levels. Subsequent research 
has shown, however, that Friedman’s argu-
ment—while elegant—is theoretically (and 
practically) incorrect. Real-world arbitrage is 
costly and risky, and hence limited (see, e.g., 
Grossman and Miller 1988, DeLong et al. 
1990, Shleifer and Vishny 1997). Dozens of 
empirical studies confirm that, even in mar-
kets with relatively inexpensive arbitrage, 
identical, or nearly identical, securities trade 
at different prices. With costlier arbitrage, 
pricing is even less efficient. 

A second version of the “forces of ratio-
nality” objection holds that participants in 
real markets are specialists invulnerable to 
psychological quirks. List’s (2003) finding 
that professional baseball card traders do not 
exhibit the so-called endowment effect is sup-
portive of this objection. The problem with 
taking this too far is that individuals make lots 
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of critical decisions—how much to save, how 
to invest, what to buy—on their own, without 
experts. Even when people receive expert 
help, the incentives of experts are often to 
take advantage of psychological biases of their 
customers. Financial advisors direct savers to 
expensive, and often inappropriate, products, 
rather than telling them to invest in index 
funds (Chalmers and Reuter 2012; Gennaioli, 
Shleifer, and Vishny 2012). Market forces 
often work to strengthen, rather than to elimi-
nate, the influence of psychology. 

2. System 1 and System 2

Kahneman’s book is organized around 
the metaphor of System 1 and System 2, 
adopted from Stanovich and West (2000). 
As the title of the book suggests, System 1 
corresponds to thinking fast, and System 2 to 
thinking slow. Kahneman describes System 1 
in many evocative ways: it is intuitive, auto-
matic, unconscious, and effortless; it answers 
questions quickly through associations and 
resemblances; it is nonstatistical, gullible, 
and heuristic. System 2 in contrast is what 
economists think of as thinking: it is con-
scious, slow, controlled, deliberate, effortful, 
statistical, suspicious, and lazy (costly to use). 
Much of Kahneman and Tversky’s research 
deals with System 1 and its consequences 
for decisions people make. For Kahneman, 
System 1 describes “normal” decision mak-
ing. System 2, like the U.S. Supreme Court, 
checks in only on occasion. 

Kahneman does not suggest that people 
are incapable of System 2 thought and always 
follow their intuition. System 2 engages 
when circumstances require. Rather, many 
of our actual choices in life, including some 
important and consequential ones, are 
System 1 choices, and therefore are subject 
to substantial deviations from the predictions 
of the standard economic model. System 1 
leads to brilliant inspirations, but also to sys-
tematic errors. 

To illustrate, consider one of Kahneman 
and Tversky’s most compelling questions/
experiments: 

An individual has been described by a neighbor 
as follows: “Steve is very shy and withdrawn, 
invariably helpful but with very little interest 
in people or in the world of reality. A meek and 
tidy soul, he has a need for order and structure, 
and a passion for detail.” Is Steve more likely to 
be a librarian or a farmer?

Most people reply quickly that Steve is 
more likely to be a librarian than a farmer. 
This is surely because Steve resembles a 
librarian more than a farmer, and associative 
memory quickly creates a picture of Steve in 
our minds that is very librarian-like. What we 
do not think of in answering the question is 
that there are five times as many farmers as 
librarians in the United States, and that the 
ratio of male farmers to male librarians is 
even higher (this certainly did not occur to 
me when I first read the question many years 
ago, and does not even occur to me now as I 
reread it, unless I force myself to remember). 
The base rates simply do not come to mind 
and thus prevent an accurate computation 
and answer, namely that Steve is more likely 
to be a farmer. System 2 does not engage.

In another example (due to Shane 
Frederick), one group of respondents is asked 
(individually) to estimate the total number of 
murders in Detroit in a year. Another group 
is asked to estimate the total number of mur-
ders in Michigan in a year. Typically, the first 
group on average estimates a higher number 
of murders than the second. Again, System 
1 thinking is in evidence. Detroit evokes a 
violent city, associated with many murders. 
Michigan evokes idyllic apple-growing farm-
land. Without System 2 engagement, the fact 
that Detroit is in Michigan does not come to 
mind for the second group of respondents, 
leading—across subjects—to a dramatic vio-
lation of basic logic. 

Kahneman’s other examples of System 1 
thinking include adding 2 + 2, completing 
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the words “bread and . . . ,” and driving a car 
on an empty road. Calling all these examples 
System 1 thinking captures the rapid, intui-
tive, automatic response, which usually gets 
the right answer, but sometimes—as with 
Steve and murders in Michigan—does not. 
Yet unfortunately things are not as clear as 
they look, once we apply our own System 2 
thinking to System 1. 

First, as Kahneman readily recognizes, 
the domains of System 1 and System 2 dif-
fer across people. For most (all?) readers of 
this review, computing 20 × 20 is a System 
1 effortless task, largely because econo-
mists have both been selected to be good 
at it and have had lots of practice. But for 
many people who are not experts, this opera-
tion is effortful, or even impossible, and is 
surely the domain of System 2. In contrast, 
screwing in a light bulb is very System 2 for 
me—conscious, effortful, and slow—but not 
so for most people, I gather. As people gain 
knowledge or expertise, the domains of the 
two systems change. In fact, the classifica-
tion of decisions into products of System 
1 and System 2 thinking seems to be even 
harder. Go back to murders in Detroit and 
in Michigan. The question surely evoked 
images of bombed-out Detroit and pastoral 
Michigan, but constructing the estimate also 
requires a substantial mental effort. Both 
systems seem to be in action. 

Second, the challenge of going beyond the 
labels is that System 2 is not perfect, either. 
Many people would get 20 × 20 wrong, even 
if they think hard about it. The idea that con-
scious thought and computation are imper-
fect goes back at least to Herbert Simon and 
his concept of bounded rationality. Bounded 
rationality is clearly important for many 
problems (and in fact has been fruitfully 
explored by economists), but it is very differ-
ent from Kahneman’s System 1. Kahneman’s 
brilliant insight—illustrated again and again 
throughout the book—is that people do not 
just get hard problems wrong, as bounded 

rationality would predict; they get utterly 
trivial problems wrong because they don’t 
think about them in the right way. This is a 
very different notion than bounded rational-
ity. Still, the challenge remains that when we 
see a decision error, it is not obvious whether 
to attribute it to System 1 thinking, System 2 
failure, or a combination. 

Third, the classification of thought into 
System 1 and System 2 raises tricky questions 
of the relationship between the two. Because 
System 1 includes unconscious attention, 
perception, and associative memory, much 
of the informational input that System 2 
receives comes via System 1. Whether and 
how System 1 sends “up” the message if 
at all is a bit unclear. In other words, what 
prompts the engagement of System 2? What 
would actually trigger thinking about rela-
tive numbers of male librarians and farm-
ers in the United States, or even whether 
Michigan includes Detroit? I am not sure 
that anything but a hint would normally 
do it. Perhaps System 2 is almost always at 
rest. Furthermore, one function of System 
2 appears to be to “check the answers” of 
System 1, but if information “sent up” 
is incomplete and distorted, how would 
System 2 know? To strain the legal analogy 
a bit further, appellate courts in the United 
States must accept fact finding of trial courts 
as given, so many errors—as well as delib-
erate distortions—creep in precisely at the 
fact-finding trial stage, rather than in the 
appealable application of law to the facts. 
Kahneman writes that “the division of labor 
between System 1 and System 2 is highly 
efficient: it minimizes effort and optimizes 
performance” (25). I am not sure why he 
says so. If System 1 guides our insurance 
and investment choices described in the 
introduction, then System 2 seems rather 
disengaged even when the costs of disen-
gagement are high. 

To put these comments differently, each 
of System 1 and System 2 appears to be a 
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 collection of distinct mental processes. 
System 1 includes unconscious attention, 
perception, emotion, memory, automatic 
causal narratives, etc. I am worried that, once 
the biology of thought is worked out, what 
actually happens in our heads is unlikely to 
neatly map into fast and slow thinking. The 
classification is an incredibly insightful and 
helpful metaphor, but it is not a biological 
construct or an economic model. Turning 
metaphors into models remains a critical 
challenge. 

3. Heuristics and Biases

One of the two main bodies of Kahneman 
and Tversky’s work has come to be known 
as “Heuristics and Biases.” This research 
deals, broadly, with intuitive statistical pre-
diction. The research finds that individu-
als use heuristics or rules of thumb to solve 
statistical problems, which often leads to 
biased estimates and predictions. Kahneman 
and Tversky have identified a range of now 
famous heuristics, which fall into two broad 
categories. 

Some heuristics involve respondents 
answering questions for which they do not 
have much idea about the correct answer, 
and must retrieve a guess from their mem-
ory. The problem given to them is not self-
contained. As a consequence, respondents 
grasp at straws, and allow their answers to be 
influenced by objectively irrelevant frames. 
One example of this is the anchoring heu-
ristic. A wheel of fortune, marked from 0 to 
100, is rigged by experimenters to stop only 
at either 10 or 65. After a spin, students write 
down the number at which it stopped, and 
are then asked two questions: Is the percent-
age of African nations among U.N. members 
larger or smaller than the number you just 
wrote? What is your best guess of the per-
centage of African nations in the United 
Nations? For students who saw the wheel 
of fortune stop at 10, the average guess was 

25 percent. For those who saw it stop at 65, 
the average guess was 45 percent. Similar 
experiments have been run with lengths 
of rivers, heights of mountains, and so on. 
The first question anchors the answer to the 
second. Kahneman interprets anchoring as 
an extreme example of System 1 thinking: 
planting a number in one’s head renders it 
relevant to fast decisions. 

The second category of heuristics is much 
closer to economics and, in fact, has received 
a good deal of attention from economists. 
These heuristics describe statistical prob-
lems in which respondents receive all the 
information they need, but nonetheless do 
not use it correctly. Not all available informa-
tion seems to come to the top of the mind, 
leading to errors. Examples of neglected 
decision-relevant information include base 
rates (even when they are explicitly stated), 
low probability but nonsalient events, and 
chance. The finding that the causal and 
associative System 1 does not come up with 
chance as an explanation seems particularly 
important. Kahneman recalls a magnificent 
story of Israeli Air Force officers explaining 
to him that being tough with pilots worked 
miracles because, when pilots had a poor 
landing and got yelled at, their next landing 
was better, but when they had a great landing 
and got praised, their next landing was worse. 
To these officers, the role of chance and con-
sequent mean reversion in landing quality 
did not come to mind as an explanation. 

The best known problems along these 
lines describe the representativeness heu-
ristic, of which the most tantalizing is Linda, 
here slightly abbreviated:

Linda is thirty-one years old, single, outspo-
ken, and very bright. She majored in philoso-
phy. As a student, she was deeply concerned 
with issues of discrimination and social jus-
tice, and also participated in anti-nuclear 
demonstrations. 

After seeing the description, the respon-
dents are asked to rank in order of likelihood 
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various scenarios: Linda is (1) an elemen-
tary school teacher, (2) active in the feminist 
movement, (3) a bank teller, (4) an insurance 
salesperson, or (5) a bank teller also active 
in the feminist movement. The remarkable 
finding is that (now generations of) respon-
dents deem scenario (5) more likely than sce-
nario (3), even though (5) is a special case of 
(3). The finding thus violates the most basic 
laws of probability theory. Not only do many 
students get the Linda problem wrong, but 
some object, sometimes passionately, after 
the correct answer is explained. 

What’s going on here? The description 
of Linda brings to mind, presumably from 
associative memory, a picture that does not 
look like a bank teller. Asked to judge the 
likelihood of scenarios, respondents auto-
matically match that picture to each of these 
scenarios, and judge (5) to be more similar 
to Linda than (3). System 1 rather easily 
tells a story for scenario (5), in which Linda 
is true to her beliefs by being active in the 
feminist movement, yet must work as a bank 
teller to pay the rent. Telling such a story for 
(3) that puts all the facts together is more 
strenuous because a stereotypical bank teller 
is not a college radical. The greater similar-
ity of Linda to the feminist bank teller leads 
respondents to see that as a more likely sce-
nario than merely a bank teller. 

Many studies have unsuccessfully tried to 
debunk Linda. It is certainly true that if you 
break Linda down for respondents (there are 
100 Lindas, some are bank tellers, some are 
feminist bank tellers, which ones are there 
more of?)—if you engage their System 2—
you can get the right answer. But this, of 
course, misses the point, namely that, left to 
our own devices, we do not engage in such 
breakdowns. System 2 is asleep. In Linda, as 
in Steve the librarian and many other experi-
ments, the full statistical problem simply 
does not come to mind, and fast-thinking 
respondents—even when they do strain a 
bit—arrive at an incorrect answer.

There have been several attempts by 
economists to model such intuitive statistics 
(e.g., Mullainathan 2000, 2002; Rabin 2002; 
Rabin and Vayanos 2010; Schwartzstein 
2012). In one effort that seeks to stay 
close to Kahneman’s System 1 reasoning, 
Gennaioli and Shleifer (2010) argue that 
individuals solve decision problems by rep-
resenting them—automatically but incom-
pletely—in ways that focus on features that 
are statistically more associated with the 
object being assessed. In the Linda prob-
lem, the feminist bank teller is described 
comprehensively and hence represented 
as a feminist bank teller. A bank teller, in 
contrast, is not described comprehensively, 
and bank teller evokes the stereotype of a 
nonfeminist because not being a feminist is 
relatively more associated with being a bank 
teller than being a feminist. The decision-
maker thus compares the likelihoods not 
of bank teller versus feminist bank teller, 
but rather of the stereotypical (representa-
tive) nonfeminist bank teller versus feminist 
bank teller, and concludes that Linda the 
college radical is more likely to be the lat-
ter. This approach turns out to account for 
a substantial number of heuristics discussed 
in Kahneman’s book. The key idea, though, 
is very much in the spirit of System 1 think-
ing, but made tractable using economic 
modeling, namely that to make judgments 
we represent the problem automatically via 
the functioning of attention, perception, 
and memory, and our decisions are subse-
quently distorted by such representation. 

The representativeness heuristic had a 
substantial impact on behavioral finance, 
largely because it provides a natural account 
of extrapolation—the expectation by inves-
tors that trends will continue. The direct 
evidence on investor expectations of stock 
returns points to a strong extrapolative 
component (e.g., Vissing-Jorgensen 2004). 
Extrapolation has been used to understand 
price bubbles (Kindleberger 1978), but also 
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the well-documented overvaluation and 
subsequent reversal of high performing 
growth stocks (De Bondt and Thaler 1985; 
Lakonishok, Shleifer, and Vishny 1994). 
Indeed, data for a variety of securities 
across markets show that price trends con-
tinue over a period of several months (the 
so-called momentum), but that extreme 
performance reverts over longer periods 
(Cutler, Poterba, and Summers 1991). 
Even more dramatically, investors put 
money into well-performing mutual funds, 
into stock funds and stock market-linked 
insurance products after the stock market 
has done well (Frazzini and Lamont 2008; 
Yagan 2012). Such phenomena have been 
described colorfully as investors “jump-
ing on the bandwagon” believing that “the 
trend is your friend,” and failing to real-
ize that “trees do not grow to the sky,” that 
“what goes up must come down,” etc. 

Heuristics provide a natural way of think-
ing about these phenomena, and can be 
incorporated into formal models of financial 
markets (see, e.g., Barberis, Shleifer, and 
Vishny 1998). Specifically, when investors 
pour money into hot, well-performing assets, 
they may feel that these assets are similar 
to, or resemble, other assets that have kept 
going up. Many high tech stocks look like the 
next Google, or at least System 1 concludes 
that they do. Extrapolation is thus naturally 
related to representativeness, and supports 
the relevance of Kahneman’s work not just in 
the lab, but also in the field. 

4. Prospect Theory

Prospect Theory has been Kahneman and 
Tversky’s most influential contribution, and 
deservedly so. In a single paper, the authors 
proposed an alternative to standard theory of 
choice under risk that was at the same time 
quite radical and tractable, used the theory 
to account for a large number of outstand-
ing experimental puzzles, and designed and 

implemented a collection of new experi-
ments used to elucidate and test the theory. 
In retrospect, it is difficult to believe just 
how much that paper had accomplished, 
how new it was, and how profound its impact 
has been on behavioral economics. 

Prospect Theory rests on four fundamental 
assumptions. First, risky choices are evalu-
ated in terms of their gains and losses rela-
tive to a reference point, which is usually the 
status quo wealth. Second, individuals are 
loss averse, meaning extremely risk averse 
with respect to small bets around the refer-
ence point. Third, individuals are risk averse 
in the domain of gains, and risk loving in the 
domain of losses. And finally, in assessing lot-
teries, individuals convert objective proba-
bilities into decision weights that overweight 
low probability events and underweight high 
probability ones. 

The first assumption is probably the most 
radical one. It holds that rather than integrat-
ing all risky choices into final wealth states, as 
standard theory requires, individuals frame 
and evaluate risky bets narrowly in terms of 
their gains and losses relative to a reference 
point. In their 1979 paper, Kahneman and 
Tversky did not dwell on what the reference 
point is, but for the sake of simplicity took it 
to be the current wealth. In a 1981 Science 
paper, however, they went much further in 
presenting a very psychological view of the 
reference point: “The reference outcome is 
usually a state to which one has adapted; it 
is sometimes set by social norms and expec-
tations; it sometimes corresponds to a level 
of aspiration, which may or may not be real-
istic” (456). The reference point is thus left 
as a rather unspecified part of Kahneman 
and Tversky’s theory, their measure of “con-
text” in which decisions are made. Koszegi 
and Rabin (2006) suggest that reference 
points should be rational expectations of 
future consumption, a proposal that brings 
in calculated thought. Pope and Schweitzer 
(2011) find that goals serve as reference 
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points in professional golf. Hart and Moore 
(2008) believe that contracts serve as refer-
ence points for future negotiations. A full 
elaboration of where reference points come 
from is still “under construction.” 

The second assumption of Prospect Theory 
is loss aversion. It is inspired by a basic and 
intuitively appealing experiment in which 
people refuse to take bets that give them a 60 
percent probability of winning a dollar and a 
40 percent probability of losing a dollar, even 
though such a refusal implies an implausi-
bly high level of risk aversion (Rabin 2000). 
Kahneman justifies this assumption by noting 
that, biologically, losses might be processed 
in part in the amygdala in the same way as 
threats. Kahneman and Tversky modeled 
this assumption as a kink in the value func-
tion around the reference point. In fact, in its 
simplest version, Prospect Theory (without 
assumptions 3 and 4 described below) is occa-
sionally presented graphically with a piece-
wise linear value function, with the slope of 1 
above the origin and 2 below the origin (ref-
erence point), and a kink at the origin that 
captures loss aversion. Kahneman sees loss 
aversion as the most important contribution 
of Prospect Theory to behavioral economics, 
perhaps because it has been used to account 
for the endowment effect (the finding, both 
in the lab and in the field, that individuals 
have a much higher reservation price for an 
object they own than their willingness to pay 
for it when they do not own it). 

The third assumption is that behavior 
is risk averse toward gains (as in standard 
theory) and risk seeking toward losses. It is 
motivated by experiments in which individu-
als choose a gamble with a 50 percent chance 
of losing $1,000 over a certainty of losing 
$500. This assumption receives some though 
not total support (Thaler and Johnson 1990), 
and has not been central to Prospect Theory’s 
development. 

The fourth assumption of Prospect Theory 
is quite important. That is the assumption of 

an inverted S-shaped function converting 
objective probabilities into decision weights, 
which blows up low probabilities and shrinks 
high ones (but not certainty). The evidence 
used to justify this assumption is the exces-
sive weights people attach to highly unlikely 
but extreme events: they pay too much for 
lottery tickets, overpay for flight insurance at 
the airport, or fret about accidents at nuclear 
power plants. Kahneman and Tversky use 
probability weighting heavily in their paper, 
adding several functional form assumptions 
(subcertainty, subadditivity) to explain vari-
ous forms of the Allais paradox. In the book, 
Kahneman does not talk about these extra 
assumptions, but without them Prospect 
Theory explains less. 

To me, the stable probability weighting 
function is problematic. Take low probabil-
ity events. Some of the time, as in the cases 
of plane crashes or jackpot winnings, people 
put excessive weight on them, a phenome-
non incorporated into Prospect Theory that 
Kahneman connects to the availability heu-
ristic. Other times, as when investors buy 
AAA-rated mortgage-backed securities, they 
neglect low probability events, a phenom-
enon sometimes described as black swans 
(Taleb 2007). Whether we are in the prob-
ability weighting function or the black swan 
world depends on the context: whether or 
not people recall and are focused on the low 
probability outcome.

More broadly, how people think about the 
problem influences probability weights and 
decisions. In one of Kahneman and Tversky’s 
most famous examples, results from two 
potential treatments of a rare disease are 
described, alternatively, in terms of lives 
saved and lives lost. The actual outcomes—
gains and losses of life—are identical in the 
two descriptions. Yet respondents choose 
the “safer” treatment when description is in 
terms of lives saved, and the “riskier” treat-
ment when description is in terms of lives 
lost. The framing or representation of the 
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problem thus changes probability weights 
even when objective outcomes are identical. 
In another study, Rottenstreich and Hsee 
(2001) show that decision weights depend 
on how “affect-rich” the outcomes are, and 
not just on their probabilities. Bordalo, 
Gennaioli, and Shleifer (2012c) present a 
model in which attention is drawn to salient, 
or unusual, payoffs. In their model, unlike 
in Prospect Theory, individuals overweigh 
only low probability events that are associ-
ated with extreme, or salient, payoffs. The 
model explains all the same findings as 
Prospect Theory, but also several additional 
ones, including preference reversals (people 
sometimes prefer A to B, but are willing to 
pay more for B than for A when considering 
the two in isolation). Kahneman of course 
recognizes the centrality of context in shap-
ing mental representation of problems when 
he talks about the WYSIATI principle (what 
you see is all there is). 

Prospect Theory is an enormously useful 
model of choice because it accounts for so 
much evidence and because it is so simple. 
Yet it achieves its simplicity by setting to one 
side both in its treatment of reference points 
and its model of probability weights precisely 
the System 1 mechanisms that shape how a 
problem is represented in our minds. For a 
more complete framework, we need better 
models of System 1. 

Prospect Theory has been widely used in 
economics, and many of the applications are 
described in DellaVigna (2009) and Barberis 
(forthcoming). Finance is no exception. 
Benartzi and Thaler (1995) have argued, for 
example, that it can explain the well-known 
equity premium puzzle, the empirical obser-
vation that stocks on average earn substan-
tially higher returns than bonds. Benartzi 
and Thaler observed that while stocks do 
extremely well in the long run, they can fall 
a lot in the short run. When investors have 
relatively short horizons and also, in line with 
Prospect Theory, are loss averse, this risk 

of short-term losses in stocks looms large, 
makes stocks unattractive, and therefore 
cheap, thus explaining the equity premium. 
More recently, Barberis and Huang (2008) 
argue that the probability weighting function 
of Prospect Theory has the further impli-
cation that investors are highly attracted 
to positive skewness in returns, since they 
place excessive weights on unlikely events. 
The evidence on overpricing of initial pub-
lic offerings and out of the money options is 
consistent with this prediction.

5. What’s Ahead?

In conclusion, let me briefly mention 
three directions in which I believe the ship 
launched by Kahneman and Tversky is 
headed, at least in economics. First, although 
I did not talk much about this in the review, 
Kahneman’s book on several occasions dis-
cusses the implications of his work for policy. 
At the broadest level, how should economic 
policy deal with System 1 thinking? Should 
it respect individual preferences as distinct 
from those dictated by the standard model 
or even by the laws of statistics? Should it try 
to debias people to get them to make better 
decisions?

I have avoided these questions in part 
because they are extremely tricky, at both 
philosophical and practical levels (Bernheim 
and Rangel 2009). But one theme that 
emerges from Kahneman’s book strikes me 
as important and utterly convincing. Faced 
with bad choices by consumers, such as smok-
ing or undersaving, economists as System 2 
thinkers tend to focus on education as a rem-
edy. Show people statistics on deaths from 
lung cancer, or graphs of consumption drops 
after retirement, or data on returns on stocks 
versus bonds, and they will do better. As we 
have come to realize, such education usually 
fails. Kahneman’s book explains why: System 
2 might not really engage until System 1 pro-
cesses the message. If the  message is ignored 
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by System 1, it might never get anywhere. 
The implication, clearly understood by politi-
cal consultants and Madison Avenue advertis-
ers, is that effective education and persuasion 
must connect with System 1. Calling the 
estate tax “the death tax” may work better to 
galvanize its opponents than statistics on hard-
working American farmers who may have 
to pay. Thaler and Sunstein’s (2008) Nudge 
advocates policies that simplify decisions for 
people relying on System 1 in situations, such 
as saving for retirement, where even an edu-
cated System 2 might struggle. 

Beyond the changing thinking on eco-
nomic policy, Kahneman’s work will continue 
to exert a growing influence on our disci-
pline. A critical reason for this is the rapidly 
improving quality of economic data from 
the field, from experiments, and from field 
experiments. Confronted with the realities 
of directly observed human behavior—finan-
cial choices made by investors, technology 
selection by farmers, insurance choices by 
the elderly—economists have come to psy-
chology for explanations, especially to the 
work described in Kahneman’s book. Rapidly 
expanding data on individual choices is the 
behavioral economist’s best friend.

But it seems to me that some of the most 
important advances in the near future both 
need to come, and will come, in economic 
theory. Economics, perhaps like any other 
discipline, advances through changes in stan-
dard models: witness the enormous influence 
of Prospect Theory itself. In contrast, we do 
not have a standard model of heuristics and 
biases, and as I argued, Prospect Theory is 
still a work in progress. Fortunately, the broad 
ideas discussed in Kahneman’s book, and in 
particular his emphasis on the centrality of 
System 1 thinking, provide some critical clues 
about the features of the models to come. 

In particular, the main lesson I learned 
from the book is that we represent problems 
in our minds, quickly and automatically, 
before we solve them. Such representation 

is governed by System 1 thinking, includ-
ing involuntary attention drawn to particular 
features of the environment, focus on these 
features, and recall from memory of data 
associated with these perceptions. Perhaps 
the fundamental feature of System 1 is that 
what our attention is drawn to, what we focus 
on, and what we recall is not always what is 
most necessary or needed for optimal deci-
sion making. Some critical information is 
ignored; other—less relevant—information 
receives undue attention because it stands 
out. In this respect, the difference from 
the models of bounded rationality, in which 
information is optimally perceived, stored, 
and retrieved, is critical. System 1 is auto-
matic and reactive, not optimizing. 

As a consequence, when we make a judg-
ment or choice, we do that on the basis of 
incomplete and selected data assembled via 
a System 1-like mechanism. Even if the deci-
sions are optimal at this point given what 
we have in mind, they might not be optimal 
given the information potentially available 
to us both from the outside world and from 
memory. By governing what we are thinking 
about, System 1 shapes what we conclude, 
even when we are thinking hard. 

Kahneman’s book, and his lifetime work 
with Tversky, had and will continue to have 
enormous impact on psychology, applied 
economics, and policy making. Theoretical 
work on Kahneman and Tversky’s ideas has 
generally modeled particular heuristics and 
choices under risk separately, without seek-
ing common elements. A potentially large 
benefit of Kahneman’s book is to suggest a 
broader theme, namely that highly selective 
perception and memory shape what comes 
to mind before we make decisions and 
choices. Nearly all the phenomena the book 
talks about share this common thread. In this 
way, Kahneman points toward critical ingre-
dients of a more general theory of intuitive 
thinking, still an elusive, but perhaps achiev-
able, goal. 
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Maps of Bounded Rationality: 
Psychology for Behavioral Economics t 

By DANIEL KAHNEMAN* 

The work cited by the Nobel committee was 
done jointly with Amos Tversky (1937-1996) 
during a long and unusually close collaboration. 
Together, we explored the psychology of intu
itive beliefs and choices and examined their 
bounded rationality. Herbert A. Simon (1955, 
1979) had proposed much earlier that decision 
makers should be viewed as boundedly rational, 
and had offered a model in which utility maxi
mization was replaced by satisficing. Our re
search attempted to obtain a map of bounded 
rationality, by exploring the systematic biases 
that separate the beliefs that people have and the 
choices they make from the optimal beliefs and 
choices assumed in rational-agent models. The 
rational-agent model was our starting point and 
the main source of our null hypotheses, but 
Tversky and I viewed our research primarily as 
a contribution to psychology, with a possible 
contribution to economics as a secondary ben
efit. We were drawn into the interdisciplinary 
conversation by economists who hoped that 
psychology could be a useful source of assump
tions for economic theorizing, and indirectly a 
source of hypotheses for economic research 
(Richard H. Thaler, 1980, 1991, 1992). These 

t This article is a revised version of the lecture Daniel 
Kahneman delivered in Stockholm, Sweden, on December 
8, 2002, when he received the Bank of Sweden Prize in 
Economic Sciences in Memory of Alfred Nobel. The article 
is copyright © The Nobel Foundation 2002 and is published 
here with the permission of the Nobel Foundation. 

* Woodrow Wilson School, Princeton University, 
Princeton, NJ 08544 (e-mail: Kahneman@princeton.edu). 
This essay revisits problems that Amos Tversky and I 
studied together many years ago, and continued to discuss in 
a conversation that spanned several decades. It builds on an 
analysis of judgment heuristics that was developed in col
laboration with Shane Frederick (Kahneman and Frederick, 
2002). A different version was published in American Psy
chologist in September 2003. For detailed comments on this 
version I am grateful to Angus Deaton, David Laibson, 
Michael Rothschild, and Richard Thaler. The usual caveats 
apply. Geoffrey Goodwin, Amir Goren, and Kurt Schoppe 
provided helpful research assistance. 
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hopes have been realized to some extent, giving 
rise to an active program of research by behav
ioral economists (Thaler, 2000; Colin Camerer 
et al., forthcoming; for other examples, see 
Kahneman and Tversky, 2000). 

My work with Tversky comprised three sep
arate programs of research, some aspects of 
which were carried out with other collaborators. 
The first explored the heuristics that people use 
and the biases to which they are prone in vari
ous tasks of judgment under uncertainty, includ
ing predictions and evaluations of evidence 
(Kahneman and Tversky, 1973; Tversky and 
Kahneman, 1974; Kahneman et al., 1982). The 
second was concerned with prospect theory, a 
model of choice under risk (Kahneman and 
Tversky, 1979; Tversky and Kahneman, 1992) 
and with loss aversion in riskless choice (Kah
neman et al., 1990, 1991; Tversky and Kahne
man, 1991). The third line ofresearch dealt with 
framing effects and with their implications for 
rational-agent models (Tversky and Kahneman, 
1981, 1986). The present essay revisits these 
three lines of research in light of recent ad
vances in the psychology of intuitive judgment 
and choice. Many of the ideas presented here 
were anticipated informally decades ago, but 
the attempt to integrate them into a coherent 
approach to judgment and choice is recent. 

Economists often criticize psychological re
search for its propensity to generate lists of 
errors and biases, and for its failure to offer a 
coherent alternative to the rational-agent model. 
This complaint is only partly justified: psycho
logical theories of intuitive thinking cannot 
match the elegance and precision of formal nor
mative models of belief and choice, but this is 
just another way of saying that rational models 
are psychologically unrealistic. Furthermore, 
the alternative to simple and precise models is 
not chaos. Psychology offers integrative con
cepts and mid-level generalizations, which gain 
credibility from their ability to explain ostensi
bly different phenomena in diverse domains. In 
this spirit, the present essay offers a unified 
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treatment of intuitive judgment and choice, 
which builds on an earlier study of the relation
ship between preferences and attitudes (Kahne
man et al., 1999) and extends a model of 
judgment heuristics recently proposed by Kah
neman and Shane Frederick (2002). The guid
ing ideas are (i) that most judgments and most 
choices are made intuitively; (ii) that the rules 
that govern intuition are generally similar to the 
rules of perception. Accordingly, the discussion 
of the rules of intuitive judgments and choices 
will rely extensively on visual analogies. 

Section I introduces a distinction between 
two generic modes of cognitive function, corre
sponding roughly to intuition and reasoning. 
Section II describes the factors that determine 
the relative accessibility of different judgments 
and responses. Section III relates prospect the
ory to the general proposition that changes and 
differences are more accessible than absolute 
values. Section IV explains framing effects in 
terms of differential salience and accessibility. 
Section V reviews an attribute substitution 
model of heuristic judgment. Section VI de
scribes a particular family of heuristics, called 
prototype heuristics. Section VII discusses the 
interactions between intuitive and deliberate 
thought. Section VIII concludes. 

I. The Architecture of Cognition: Two Systems 

The present treatment distinguishes two 
modes of thinking and deciding, which corre
spond roughly to the everyday concepts of rea
soning and intuition. Reasoning is what we do 
when we compute the product of 17 by 258, fill 
an income tax form, or consult a map. Intuition 
is at work when we read the sentence "Bill 
Clinton is a shy man" as mildly amusing, or 
when we find ourselves reluctant to eat a piece 
of what we know to be chocolate that has been 
formed in the shape of a cockroach (Paul Rozin 
and Carol Nemeroff, 2002). Reasoning is done 
deliberately and effortfully, but intuitive thoughts 
seem to come spontaneously to mind, without 
conscious search or computation, and without 
effort. Casual observation and systematic re
search indicate that most thoughts and actions 
are normally intuitive in this sense (Daniel T. 
Gilbert, 1989, 2002; Timothy D. Wilson, 2002; 
Seymour Epstein, 2003). 

Although effortless thought is the norm, 
some monitoring of the quality of mental oper-

ations and overt behavior also goes on. We do 
not express every passing thought or act on 
every impulse. But the monitoring is normally 
lax, and allows many intuitive judgments to be 
expressed, including some that are erroneous 
(Kahneman and Frederick, 2002). Ellen J. 
Langer et al. (1978) provided a well-known 
example of what she called "mindless behav
ior." In her experiment, a confederate tried to 
cut in line at a copying machine, using various 
preset "excuses." The conclusion was that state
ments that had the form of an unqualified re
quest were rejected (e.g., "Excuse me, may I use 
the Xerox machine?"), but almost any statement 
that had the general form of an explanation was 
accepted, including "Excuse me, may I use the 
Xerox machine because I want to make cop
ies?" The superficiality is striking. 

Frederick (2003, personal communication) 
has used simple puzzles to study cognitive self
monitoring, as in the following example: "A bat 
and a ball cost $1.10 in total. The bat costs $1 
more than the ball. How much does the ball 
cost?" Almost everyone reports an· initial ten
dency to answer "10 cents" because the sum 
$1.10 separates naturally into $1 and 10 cents, 
and 10 cents is about the right magnitude. Fred
erick found that many intelligent people yield to 
this immediate impulse: 50 percent (47/93) of a 
group of Princeton students and 56 percent 
( 164/293) of students at the University of Mich
igan gave the wrong answer. Clearly, these re
spondents offered their response without first 
checking it. The surprisingly high rate of errors 
in this easy problem illustrates how lightly the 
output of effortless associative thinking is mon
itored: people are not accustomed to thinking 
hard, and are often content to trust a plausible 
judgment that quickly comes to mind. Re
markably, Frederick has found that errors in 
this puzzle and in others of the same type 
were significant predictors of high discount 
rates. 

In the examples discussed so far, intuition 
was associated with poor performance, but in
tuitive thinking can also be powerful and accu
rate. High skill is acquired by prolonged 
practice, and the performance of skills is rapid 
and effortless. The proverbial master chess 
player who walks past a game and declares 
"white mates in three" without slowing is per
forming intuitively (Simon and William G. 
Chase, 1973), as is the experienced nurse who 
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FIGURE 1. THREE COGNITIVE SYSTEMS 

detects subtle signs of impending heart failure 
(Gary Klein, 1998; Atul Gawande, 2002). 

The distinction between intuition and reason
ing has recently been a topic of considerable 
interest to psychologists (see, e.g., Shelly 
Chaiken and Yaacov Trope, 1999; Gilbert, 
2002; Steven A. Sloman, 2002; Keith E. 
Stanovich and Richard F. West, 2002). There is 
substantial agreement on the characteristics that 
distinguish the two types of cognitive processes, 
for which Stanovich and West (2000) proposed 
the neutral labels of System 1 and System 2. 
The scheme shown in Figure 1 summarizes 
these characteristics. The operations of System 
1 are fast, automatic, effortless, associative, and 
often emotionally charged; they are also gov
erned by habit, and are therefore difficult to 
control or modify. The operations of System 2 
are slower, serial, effortful, and deliberately 
controlled; they are also relatively flexible and 
potentially rule-governed. 

The difference in effort provides the most 
useful indications of whether a given mental 
process should be assigned to System 1 or Sys
tem 2. Because the overall capacity for mental 
effort is limited, effortful processes tend to dis
rupt each other, whereas effortless processes 

neither cause nor suffer much interference when 
combined with other tasks. For example, a driv
er's ability to conduct a conversation is a sen
sitive indicator of the amount of attention 
currently demanded by the driving task. Dual 
tasks have been used in hundreds of psycholog
ical experiments to measure the attentional de
mands of different mental activities (for a 
review, see Harold E. Pashler, 1998). Studies 
using the dual-task method suggest that the self
monitoring function belongs with the effortful 
operations of System 2. People who are occu
pied by a demanding mental activity (e.g., at
tempting to hold in mind several digits) are 
much more likely to respond to another task by 
blurting out whatever comes to mind (Gilbert, 
1989). The phrase that "System 2 monitors the 
activities of System 1" will be used here as 
shorthand for a hypothesis about what would 
happen if the operations of System 2 were dis
rupted. For example, it is safe to predict that the 
percentage of errors in the bat-and-ball question 
will increase, if the respondents are asked this 
question while attempting to keep a list of 
words in their active memory. 

In the language that will be used here, the 
perceptual system and the intuitive operations 
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of System 1 generate impressions of the at
tributes of objects of perception and thought. 
These impressions are not voluntary and need 
not be verbally explicit. In contrast, judgments 
are always explicit and intentional, whether or 
not they are overtly expressed. Thus, System 2 
is involved in all judgments, whether they orig
inate in impressions or in deliberate reasoning. 
The label "intuitive" is applied to judgments 
that directly reflect impressions. 

Figure 1 illustrates an idea that guided the 
research that Tversky and I conducted from its 
early days: that intuitive judgments occupy a 
position-perhaps corresponding to evolution
ary history-between the automatic operations 
of perception and the deliberate operations of 
reasoning. All the characteristics that students 
of intuition have attributed to System 1 are also 
properties of perceptual operations. Unlike per
ception, however, the operations of System 1 
are not restricted to the processing of current 
stimulation. Like System 2, the operations of 
System 1 deal with stored concepts as well as 
with percepts, and can be evoked by language. 
This view of intuition suggests that the vast 
store of scientific knowledge available about 
perceptual phenomena can be a source of useful 
hypotheses about the workings of intuition. The 
strategy of drawing on analogies from percep
tion is applied in the following section. 

II. The Accessibility Dimension 

A defining property of intuitive thoughts is 
that they come to mind spontaneously, like per
cepts. The technical term for the ease with 
which mental contents come to mind is acces
sibility (E. Tory Higgins, 1996). To understand 
intuition, we must understand why some 
thoughts are accessible and others are not. The 
remainder of this section introduces the concept 
of accessibility by examples drawn from visual 
perception. 

Consider Figures 2a and 2b. As we look at 
the object in Figure 2a, we have immediate 
impressions of the height of the tower, the area 
of the top block, and perhaps the volume of the 
tower. Translating these impressions into units 
of height or volume requires a deliberate oper
ation, but the impressions themselves are highly 
accessible. For other attributes, no perceptual 
impression exists. For example, the total area 
that the blocks would cover if the tower were 

Figure 2a Figure 2b figure 2c 

FIGURE 2. E XAMPLES OF DIFFERENTIAL ACCESSIBILITY 

dismantled is not perceptually accessible, 
though it can be estimated by a deliberate pro
cedure, such as multiplying the area of a block 
by the number of blocks. Of course, the situa
tion is reversed with Figure 2b. Now the blocks 
are laid out and an impression of total area is 
immediately accessible, but the height of the 
tower that could be constructed with these 
blocks is not. 

Some relational properties are accessible. 
Thus, it is obvious at a glance that Figures 2a 
and 2c are different, but also that they are more 
similar to each other than either is to Figure 
2b. And some statistical properties of ensembles 
are accessible, while others are not. For an 
example, consider the question "What is the 
average length of the lines in Figure 3 ?" This 
question is easy. When a set of objects of the 
same general kind is presented to an observer
whether simultaneously or successively-a rep
resentation of the set is computed automatically, 
which includes quite precise information about 
the average (Dan Ariely, 2001 ; Sang-Chui 
Chong and Anne Treisman, 2003). The repre
sentation of the prototype is highly accessible, 
and it has the character of a percept: we form an 
impression of the typical line without choosing 
to do so. The only role for System 2 in this task 
is to map the impression of typical length onto 
the appropriate scale. In contrast, the answer to 
the question "What is the total length of the 
lines in the display?" does not come to mind 
without considerable effort. 

As the example of averages and sums illus
trates, some attributes are more accessible than 
others, both in perception and in judgment. At
tributes that are routinely and automatically 
produced by the perceptual system or by System 
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1, without intention or effort, have been called 
natural assessments (Tversky and Kahneman, 
1983). Kahneman and Frederick (2002) com
piled a partial list of these natural assessments. 
In addition to physical properties such as size, 
distance, and loudness, the list includes more 
abstract properties such as similarity, causal 
propensity, surprisingness, affective valence, 
and mood. 

The evaluation of stimuli as good or bad is a 
particularly important natural assessment. The 
evidence, both behavioral (John A. Bargh, 
1997; Robert B. Zajonc, 1998) and neurophys
iological (e.g., Joseph E. LeDoux, 2000), is 
consistent with the idea that the assessment of 
whether objects are good (and should be ap
proached) or bad (should be avoided) is carried 
out quickly and efficiently by specialized neural 
circuitry. A remarkable experiment reported by 
Bargh (1997) illustrates the speed of the evalu
ation process, and its direct link to approach and 
avoidance. Participants were shown a series of 
stimuli on a screen, and instructed to respond to 
each stimulus as soon as it appeared, by moving 
a lever that blanked the screen. The stimuli were 
affectively charged words, some positive (e.g., 
LOVE) and some aversive (e.g., VOMIT), but 
this feature was irrelevant to the participant's 
task. Half the participants responded by pulling 
the lever toward themselves, half responded by 
pushing the lever away. Although the response 

was initiated within a fraction of a second, well 
before the meaning of the stimulus was con
sciously registered, the emotional valence of the 
word had a substantial effect. Participants were 
relatively faster in pulling a lever toward them
selves (approach) for positive words, and rela
tively faster pushing the lever away when the 
word was aversive. The tendencies to approach 
or avoid were evoked by an automatic process 
that was not under conscious voluntary control. 
Several psychologists have commented on the 
influence of this primordial evaluative system 
(here included in System 1) on the attitudes and 
preferences that people adopt consciously and 
deliberately (Zajonc, 1998; Kahneman et al., 
1999; Paul Slovic et al., 2002; Epstein, 2003). 

The preceding discussion establishes a di
mension of accessibility. At one end of this 
dimension we find operations that have the 
characteristics of perception and of the intuitive 
System 1: they are rapid, automatic, and effort
less. At the other end are slow, serial, and 
effortful operations that people need a special 
reason to undertake. Accessibility is a contin
uum, not a dichotomy, and some effortful op
erations demand more effort than others. Some 
of the determinants of accessibility are probably 
genetic; others develop through experience. The 
acquisition of skill gradually increases the ac
cessibility ofuseful responses and of productive 
ways to organize information, until skilled per
formance becomes almost effortless. This effect 
of practice is not limited to motor skills. A 
master chess player does not see the same board 
as the novice, and visualizing the tower in an 
array of blocks would also become virtually 
effortless with prolonged practice. 

The impressions that become accessible in 
any particular situation are mainly determined, 
of course, by the actual properties of the object 
of judgment: it is easier to see a tower in Figure 
2a than in Figure 2b, because the tower in the 
latter is only virtual. Physical salience also de
termines accessibility: if a large green letter and 
a small blue letter are shown at the same time, 
"green" will come to mind first. However, sa
lience can be overcome by deliberate attention: 
an instruction to look for the small object will 
enhance the accessibility of all its features. 

Analogous effects of salience and of sponta
neous and voluntary attention occur with more 
abstract stimuli. For example, the statements 
"Team A beat team B" and "Team B lost to 
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FIGURE 4. AN EFFECT OF CONTEXT ON ACCESSIBILITY 

team A" convey the same information, but be
cause each sentence draws attention to its gram
matical subject, they make different thoughts 
accessible. Accessibility also reflects temporary 
states of associative activation. For example, the 
mention of a familiar social category temporarily 
increases the accessibility of the traits associated 
with the category stereotype, as indicated by a 
lowered threshold for recognizing behaviors as 
indications of these traits (Susan T. Fiske, 1998). 

As designers of billboards know well, moti
vationally relevant and emotionally arousing 
stimuli spontaneously attract attention. Bill
boards are useful to advertisers because paying 
attention to an object makes all its features 
accessible-including those that are not linked 
to its primary motivational or emotional signif
icance. The "hot" states of high emotional and 
motivational arousal greatly increase the acces
sibility of thoughts that relate to the immediate 
emotion and to the current needs, and reduce the 
accessibility of other thoughts (George Loe
wenstein, 1996, 2000; Jon Elster, 1998). An 
effect of emotional significance on accessibility 
was demonstrated in an important study by Yu
val Rottenstreich and Christopher K. Hsee 
(2001), which showed that people are less sen
sitive to variations of probability when valuing 
chances to receive emotionally loaded out
comes (kisses and electric shocks) than when 
the outcomes are monetary. 

Figure 4 (adapted from Jerome S. Bruner and 
A. Leigh Minturn, 1955) includes a standard 
demonstration of the effect of context on acces
sibility. An ambiguous stimulus that is per
ceived as a letter within a context of letters is 

instead seen as a number when placed within a 
context of numbers. More generally, expecta
tions (conscious or not) are a powerful determi
nant of accessibility. 

Another important point that Figure 4 illus
trates is the complete suppression of ambiguity 
in conscious perception. This aspect of the dem
onstration is spoiled for the reader who sees the 
two versions in close proximity, but when the 
two lines are shown separately, observers will 
not spontaneously become aware of the alterna
tive interpretation. They "see" the interpretation 
of the object that is the most likely in its con
text, but have no subjective indication that it 
could be seen differently. Ambiguity and uncer
tainty are suppressed in intuitive judgment as 
well as in perception. Doubt is a phenomenon of 
System 2, an awareness of one's ability to think 
incompatible thoughts about the same thing. 
The central finding in studies of intuitive deci
sions, as described by Klein ( 1998), is that 
experienced decision makers working under 
pressure (e.g., firefighting company captains) 
rarely need to choose between options because, 
in most cases, only a single option comes to mind. 

The compound cognitive system that has 
been sketched here is an impressive computa
tional device. It is well-adapted to its environ
ment and has two ways of adjusting to changes: 
a short-term process that is flexible and effort
ful, and a long-term process of skill acquisition 
that eventually produces highly effective re
sponses at low cost. The system tends to see 
what it expects to see-a form of Bayesian 
adaptation-and it is also capable of responding 
effectively to surprises. However, this marvel
ous creation differs in important respects from 
another paragon, the rational agent assumed in 
economic theory. Some of these differences are 
explored in the following sections, which review 
several familiar results as effects of accessibility. 
Possible implications for theorizing in behavioral 
economics are explored along the way. 

III. Changes or States: Prospect Theory 

A general property of perceptual systems is 
that they are designed to enhance the accessi
bility of changes and differences. Perception is 
reference-dependent: the perceived attributes 
of a focal stimulus reflect the contrast between 
that stimulus and a context of prior and con
current stimuli. This section will show that 
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FIGURE 5. REFERENCE-DEPENDENCE IN THE PERCEPTION OF BRIGHTNESS 

intuitive evaluations of outcomes are also 
reference-dependent. 

The role of prior stimulation is familiar in the 
domain of temperature. Immersing the hand in 
water at 20°C will feel pleasantly warm after 
prolonged immersion in much colder water, and 
pleasantly cool after immersion in much 
warmer water. Figure 5 illustrates reference
dependence in vision. The two enclosed squares 
have the same luminance, but they do not ap
pear equally bright. The point of the demonstra
tion is that the brightness of an area is not a 
single-parameter function of the light energy 
that reaches the eye from that area, just as the 
experience of temperature is not a single-param
eter function of the temperature to which one is 
currently exposed. An account of perceived 
brightness or temperature also requires a param
eter for a reference value (often called adapta
tion level), which is influenced by the context of 
current and prior stimulation. 

From the vantage point of a student of per
ception, it is quite surprising that in standard 
economic analyses the utility of decision out
comes is assumed to be determined entirely by 
the final state of endowment, and is therefore 
reference-independent. In the context of risky 
choice, this assumption can be traced to the 
brilliant essay that first defined a theory of ex
pected utility (Daniel Bernoulli, 1738). Ber
noulli assumed that states of wealth have a 
specified utility, and proposed that the decision 
rule for choice under risk is to maximize the 

expected utility of wealth (the moral expecta
tion). The language of Bernoulli's essay is pre
scriptive-it speaks of what is sensible or 
reasonable to do-but the theory was also in
tended as a description of the choices of reason
able men (Gerd Gigerenzer et al., 1989). As in 
most modem treatments of decision-making, 
Bernoulli's essay does not acknowledge any 
tension between prescription and description. 
The proposition that decision makers evaluate 
outcomes by the utility of final asset positions 
has been retained in economic analyses for al
most 300 years. This is rather remarkable, be
cause the idea is easily shown to be wrong; I 
call it Bernoulli's error. 

Tversky and I constructed numerous thought 
experiments when we began the study of risky 
choice that led to the formulation of prospect 
theory (Kahneman and Tversky, 1979). Exam
ples such as Problems l and 2 below convinced 
us of the inadequacy of the utility function for 
wealth as an explanation of choice. 

Problem l 
Would you accept this gamble? 

50% chance to win $150 
50% chance to lose $100 

Would your choice change if your 
overall wealth were lower by $100? 
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There will be few takers of the gamble in Prob
lem 1. The experimental evidence shows that 
most people will reject a gamble with even 
chances to win and lose, unless the possible win 
is at least twice the size of the possible loss 
(e.g., Tversky and Kahneman, 1992). The an
swer to the second question is, of course, neg
ative. Next consider Problem 2: 

Problem 2 
Which would you choose? 

lose $100 with cenainty 
or 

50% chance to win $50 
50% chance to lose $200 

Would your choice change if your 
overall wealth were higher by $ 100? 

In Problem 2, the gamble appears much more 
attractive than the sure loss. Experimental re
sults indicate that risk-seeking preferences are 
held by a large majority of respondents in prob
lems of this kind (Kahneman and Tversky, 
1979). Here again, the idea that a change of 
$100 in total wealth would affect preferences 
cannot be taken seriously. 

We examined many choice pairs of this 
type in our early explorations, and concluded 
that the very abrupt switch from risk aversion 
to risk seeking could not plausibly be ex
plained by a utility function for wealth. Pref
erences appeared to be determined by 
attitudes to gains and losses, defined relative 
to a reference point, but Bernoulli's theory 
and its successors did not incorporate a ref
erence point. We therefore proposed an alter
native theory of risk, in which the carriers of 
utility are gains and losses-changes of 
wealth rather than states of wealth. One nov
elty of prospect theory was that it was explic
itly presented as a formal descriptive theory 
of the choices that people actually make, not 
as a normative model. This was a departure 
from a long history of choice models that 
served double duty as normative logics and as 
idealized descriptive models. 

The distinctive predictions of prospect the
ory follow from the shape of the value func
tion, which is shown in Figure 6. The value 
function is defined on gains and losses and is 

VALU£ 

FIGURE 6. A SCHEMATIC VALUE FuNCTION FOR CHANGES 

characterized by three features: (1) it is con
cave in the domain of gains, favoring risk 
aversion; (2) it is convex in the domain of 
losses, favoring risk seeking; (3) most impor
tant, the function is sharply kinked at the 
reference point, and loss-averse-steeper for 
losses than for gains by a factor of about 
2-2.5 (Kahneman et al., 1991; Tversky and 
Kahneman, 1992). 

If Bernoulli's formulation is transparently 
incorrect as a descriptive model of risky 
choices, as has been argued here, why 
has this model been retained for so long? 
The answer appears to be that the assign
ment of utility to wealth is an aspect of ra
tionality, and therefore compatible with the 
general assumption of rationality in economic 
theorizing (Kahneman, 2003a). Consider 
Problem 3: 

Problem 3 
Two persons get their monthly repon 

from a broker: 
A is told that her wealth went from 

4M to 3M 
B is told that her wealth went from 

JMto J.JM 

Who of the two individuals has more 
reason to be satisfied with her financial 
situation? 

Who is happier today? 
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Problem 3 highlights the contrasting interpre
tations of utility in theories that define outcomes 
as states or as changes. In Bernoulli's analysis 
only the first of the two questions of Problem 3 
is relevant, and only long-tenn consequences 
matter. Prospect theory, in contrast, is con
cerned with short-tenn outcomes, and the value 
function presumably reflects an anticipation of 
the valence and intensity of the emotions that 
will be experienced at moments of transition 
from one state to another (Kahneman, 2000a, b; 
Barbara Mellers, 2000). Which of these con
cepts of utility is more useful? The cultural 
nonn of reasonable decision-making favors the 
long-tenn view over a concern with transient emo
tions. Indeed, the adoption of a broad perspective 
and a long-tenn view is an aspect of the meaning 
of rationality in everyday language. The final
states interpretation of the utility of outcomes is 
therefore a good fit for a rational-agent model. 

These considerations support the nonnative 
and prescriptive status of the Bernoullian defi
nition of outcomes. On the other hand, an ex
clusive concern with the long tenn may be 
prescriptively sterile, because the long tenn is 
not where· life is lived. Utility cannot be di
vorced from emotion, and emotions are trig
gered by changes. A theory of choice that 
completely ignores feelings such as the pain of 
losses and the regret of mistakes is not only 
descriptively unrealistic, it also leads to pre
scriptions that do not maximize the utility of 
outcomes as they are actually experienced
that is, utility as Bentham conceived it (Kahne
man, 1994, 2000a; Kahneman et al., 1997). 

Bernoulli's error-the idea that the carriers 
of utility are final states-is not restricted to 
decision-making under risk. Indeed, the incor
rect assumption that initial endowments do not 
matter is the basis of Coase' s theorem and of its 
multiple applications (Kahneman et al., 1990). 
The error of reference-independence is built 
into the standard representation of indifference 
maps. It is puzzling to a psychologist that these 
maps do not include a representation of the 
decision maker's current holdings of various 
goods-the counterpart of the reference point in 
prospect theory. The parameter is not included, 
of course, because consumer theory assumes 
that it does not matter. 

The core idea of prospect theory-that the 
value function is kinked at the reference point 
and loss averse-became useful to economics 

when Thaler ( 1980) used it to explain riskless 
choices. In particular, loss aversion explained a 
violation of consumer theory that Thaler identified 
and labeled the "endowment effect": the selling 
price for consumption goods is much higher than 
the buying price, often by a factor of 2 or more. 
The value of a good to an individual appears to be 
higher when the good is viewed as something that 
could be lost or given up than when the same good 
is evaluated as a potential gain (Kahneman et al., 
1990, 1991; Tversky and Kahneman, 1991). 

When half the participants in an experimental 
market were randomly chosen to be endowed 
with a good (a mug) and trade was allowed, the 
volume of trade was about half the amount that 
would be predicted by assuming that value was 
independent of initial endowment (Kahneman 
et al., 1990). Transaction costs did not explain 
this counterexample to the Coase theorem, be
cause the same institution produced no indica
tion of reluctance to trade when the objects of 
trade were money tokens. The results suggest 
that the participants in these experiments did not 
value the mug as an object they could have and 
consume, but as something they could get, or 
give up. Interestingly, John A. List (2003a, b) 
found that the magnitude of the endowment 
effect was substantially reduced for participants 
with intense experience in the trading of sports
cards. Experienced traders (who are also con
sumers) showed less reluctance to trade one 
good for another-not only sportscards, but also 
mugs and other goods-as if they had learned to 
base their choice on long-tenn value, rather than 
on the immediate emotions associated with get
ting or giving up objects. 

Reference-dependence and loss aversion help 
account for several phenomena of choice. The 
familiar observation that out-of-pocket losses 
are valued much more than opportunity costs is 
readily explained, if these outcomes are evalu
ated on different limbs of the value function. 
The distinction between "actual" losses and 
losses of opportunities is recognized in many 
ways in the law (David Cohen and Jack L. 
Knetsch, 1992) and in lay intuitions about rules 
of fairness in the market (Kahneman et al., 
1986). Loss aversion also contributes to the 
well-documented status-quo bias (William 
Samuelson and Richard Zeckhauser, 1988). Be
cause the reference point is usually the status 
quo, the properties of alternative options are 
evaluated as advantages or disadvantages 
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relative to the current situation, and the disad
vantages of the alternatives loom larger than 
their advantages. Other applications of the con
cept of loss aversion are documented in several 
chapters in Kahneman and Tversky (2000). 

IV. Framing Effects 

In the display of blocks in Figure 2, the same 
property (the total height of a set of blocks) was 
highly accessible in one display and not in an
other, although both displays contained the 
same information. This observation is entirely 
unremarkable-it does not seem shocking that 
some attributes of a stimulus are automatically 
perceived while others must be computed, or 
that the same attribute is perceived in one dis
play of an object but must be computed in 
another. In the context of decision-making, 
however, similar observations raise a significant 
challenge to the rational-agent model. 

The assumption that preferences are not af
fected by inconsequential variations in the 
description of outcomes has been called exten
sionality (Kenneth J. Arrow, 1982) and invari
ance (Tversky and Kahneman, 1986), and is 
considered an essential aspect of rationality. 
Invariance is violated in framing effects, where 
extensionally equivalent descriptions lead to 
different choices by altering the relative salience 
of different aspects of the problem. Tversky and 
Kahneman (1981) introduced their discussion of 
framing effects with the following problem: 

The Asian disease 
Imagine that the United States is pre

paring for the outbreak of an unusual 
Asian disease, which is expected to kill 
600 people. Two alternative programs to 
combat the disease have been proposed. 
Assume that the exact scientific estimates 
of the consequences of the programs are 
as follows: 

If Program A is adopted, 200 people 
will be saved 

If Program B is adopted, there is a 
one-third probability that 600 people will 
be saved and a two-thirds probability that 
no people will be saved 

In this version of the problem, a substantial 
majority of respondents favor Program A, indi
cating risk aversion. Other respondents, se
lected at random, receive a. question in which 
the same cover story is followed by a different 
description of the options: 

If Program A' is adopted, 400 people will 
die 

If Program B' is adopted, there is a one
third probability that nobody will die and 
a two-thirds probability that 600 people 
will die 

A substantial majority of respondents now 
favor Program B', the risk-seeking option. Al
though there is no substantive difference be
tween the versions, they evoke different 
associations and evaluations. This is easiest to 
see in the certain option, because outcomes that 
are certain are overweighted relative to out
comes of high or intermediate probability (Kah
neman and Tversky, 1979). Thus, the certainty 
of saving people is disproportionately attractive, 
while accepting the certain death of people is 
disproportionately aversive. These immediate 
affective responses respectively favor A over B 
and B' over A'. As in Figures 2a and 2b, the 
different representations of the outcomes high
light some features of the situation and mask 
others. 

In an essay about the ethics of policy, 
Thomas C. Schelling (1984) presented a com
pellingly realistic example of the dilemmas 
raised by framing. Schelling reports asking his 
students to evaluate a tax policy that would 
allow a larger child exemption to the rich than 
to the poor. Not surprisingly, his students found 
this proposal outrageous. Schelling then pointed 
out that the default case in the standard tax table 
is a childless family, with special adjustments 
for families with children, and led his class to 
agree that the existing tax schedule could be 
rewritten with a family with two children as the 
default case. In this formulation, childless fam
ilies would pay a surcharge. Should this sur
charge be as large for the poor as for the rich? 
Of course not. The two versions of the question 
about how to treat the rich and the poor both 
trigger an intuitive preference for protecting the 
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poor, but these preferences are incoherent. 
Schelling's problem highlights an important 
point. Framing effects are not a laboratory cu
riosity, but a ubiquitous reality. The tax table 
must be framed one way or another, and each 
frame will increase the accessibility of some 
responses and make other responses less likely. 

There has been considerable interest among 
behavioral economists in a particular type of 
framing effect, where a choice between two 
options A and B is affected by designating 
either A or B as a default option. The option 
designated as the default has a large advantage 
in such choices, even for decisions that have 
considerable significance. Eric J. Johnson et al. 
(1993) described a compelling example. The 
states of Pennsylvania and New Jersey both 
offer drivers a choice between an insurance 
policy that allows an unconstrained right to sue, 
and a less expensive policy that restricts the 
right to sue. The unconstrained right to sue is 
the default in Pennsylvania, the opposite is the 
default in New Jersey, and the takeup of full 
coverage is 79 percent and 30 percent in the two 
states, respectively. Johnson and Daniel G. 
Goldstein (2003) estimate that Pennsylvania 
drivers spend 450 million dollars annually on 
full coverage that they would not purchase if 
their choice were framed as it is for New Jersey 
drivers. 

Johnson and Goldstein (2003) also compared 
the proportions of the population enrolled in 
organ donation programs in seven European 
countries in which enrollment was the default 
and four in which nonenrollment was the de
fault. Averaging over countries, enrollment in 
donor programs was 97.4 percent when this 
was the default option, 18 percent otherwise. 
The passive acceptance of the formulation 
given has significant consequences in this 
case, as it does in other recent studies where 
the selection of the default on the form that 
workers completed to set their 40l(k) contri
butions dominated their ultimate choice 
(Brigitte Madrian and Dennis Shea, 2001; 
James J. Choi et al., 2002). 

The basic principle of framing is the passive 
acceptance of the formulation given. Because of 
this passivity, people fail to construct a canon
ical representation for all extensionally equiva
lent descriptions of a state of affairs. They do 
not spontaneously compute the height of a 
tower that could be built from an array of 

blocks, and they do not spontaneously trans
form the representation of puzzles or decision 
problems. Obviously, no one is able to recog
nize "137 X 24" and "3,288" as "the same" 
number without going through some elaborate 
computations. Invariance cannot be achieved by 
a finite mind. 

The impossibility of invariance raises signif
icant doubts about the descriptive realism of 
rational-choice models (Tversky and Kahne
man, 1986). Absent a system that reliably gen
erates appropriate canonical representations, 
intuitive decisions will be shaped by the factors 
that determine the accessibility of different fea
tures of the situation. Highly accessible features 
will influence decisions, while features of low 
accessibility will be largely ignored-and the 
correlation between accessibility and reflective 
judgments of relevance in a state of complete 
information is not necessarily high. 

A particularly unrealistic assumption of the 
rational-agent model is that agents make their 
choices in a comprehensively inclusive context, 
which incorporates all the relevant details of the 
present situation, as well as expectations about 
all future opportunities and risks. Much evi
dence supports the contrasting claim that peo
ple's views of decisions and outcomes are 
normally characterized by "narrow framing" 
(Kahneman and Daniel Lovallo, 1993), and by 
the related notions of "mental accounting" 
(Thaler, 1985, 1999) and "decision bracketing" 
(Daniel Read et al., 1999). 

The following are some examples of the 
prevalence of narrow framing. The decision of 
whether or not to accept a gamble is normally 
considered as a response to a single opportunity, 
not as an occasion to apply a general policy 
(Gideon Keren and Willem A. Wagenaar, 1987; 
Tversky and Donald A. Redelmeier, 1992; Kah
neman and Lovallo, 1993; Shlomo Benartzi and 
Thaler, 1999). Investors' decisions about partic
ular investments appear to be considered in 
isolation from the remainder of the investor's 
portfolio (Nicholas Barberis et al., 2003). The 
time horizon that investors adopt for evaluating 
their investments appears to be unreasonably 
short-an observation that helps explain the 
equity-premium puzzle (Benartzi and Thaler, 
1995). Finally, the prevalence of the gain/loss 
framing of outcomes over the wealth frame, 
which was discussed in the previous sec
tion, can now be seen as an instance of narrow 
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framing. A shared feature of all these examples 
is that decisions made in narrow frames depart 
far more from risk neutrality than decisions that 
are made in a more inclusive context. 

The prevalence of narrow frames is an effect 
of accessibility, which can be understood by 
referring to the displays of blocks in Figure 
2. The same set of blocks is framed as a tower 
in Figure 2a, and as a flat array in Figure 2b. Al
though it is possible to "see" a tower in Figure 
2b, it is much easier to do so in Figure 2a. Nar
row frames generally reflect the structure of the 
environment in which decisions are made. The 
choices that people face arise one at a time, and 
the principle of passive acceptance suggests that 
they will be considered as they arise. The prob
lem at hand and the immediate consequences of 
the choice will be far more accessible than all 
other considerations, and as a result decision 
problems will be framed far more narrowly than 
the rational model assumes. 

V. Attribute Substitution: A Model of Judgment 
Heuristics 

The first research program that Tversky and I 
undertook together consisted of a series of stud
ies of various types of judgment about uncertain 
events, including numerical predictions and as
sessments of the probabilities of hypotheses. 
Our conclusion in a review of this work was that 
"people rely on a limited number of heuristic 
principles which reduce the complex tasks of 
assessing probabilities and predicting values to 
simpler judgmental operations. In general, these 
heuristics are quite useful, but sometimes they 
lead to severe and systematic errors" (Tversky 
and Kahneman, 1974, p. 1124). The article in
troduced three heuristics-representativeness, 
availability, and anchoring-that were used to 
explain a dozen systematic biases in judgment 
under uncertainty, including nonregressive pre
diction, neglect of base-rate information, over
confidence, and overestimates of the frequency 
of events that are easy to recall. Some of the 
biases were identified by systematic errors in 
estimates of known quantities and statistical 
facts. Other biases were defined by discrep
ancies between the regularities of intuitive 
judgments and the principles of probability 
theory, Bayesian inference, and regression 
analysis. 

FIGURE 7. AN ILLUSION OF ATTRIBUTE SUBSTITUTION 

Source: Photo by Lenore Shoham, 2003. 

Kahneman and Frederick (2002) recently re
visited the early studies of judgment heuristics, 
and proposed a formulation in which the reduc
tion of complex tasks to simpler operations is 
achieved by an operation of attribute substitu
tion. "Judgment is said to be mediated by a 
heuristic when the individual assesses a speci
fied target attribute of a judgment object by 
substituting another property of that object-the 
heuristic attribute-which comes more readily 
to mind" (p. 53). Unlike the early work, Kah
neman and Frederick's conception of heuristics 
is not restricted to the domain of judgment 
under uncertainty. 

For a perceptual example of attribute substi
tution, consider the question: "What are the 
sizes of the two horses in Figure 7, as they are 
drawn on the page?" The images are in fact 
identical in size, but the figure produces a com
pelling illusion. The target attribute that observ
ers intend to evaluate is objective two
dimensional size, but they are unable to do this 
veridically. Their judgments map an impression 
of three-dimensional size (the heuristic at
tribute) onto units of length that are appropriate 
to the target attribute, and scaled to the size 
of the page. This illusion is caused by the 
differential accessibility of competing interpreta
tions of the image. An impression of three-
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represented by prototypes. All these features of 
the cognitive system were in our minds in some 
form when Amos Tversky and I began our joint 
work in 1969, and most of them were in Herbert 
Simon's mind much earlier. However, the role 
of emotion in judgment and decision making 
received less attention in that work than it had 
received before the beginning of the cognitive 
revolution in psychology in the 1950' s. More 
recent developments have restored a central role 
to emotion, which is incorporated in the view of 
intuition that was presented here. Findings 
about the role of optimism in risk taking, the 
effects of emotion on decision weights, the role 
of fear in predictions of harm, and the role of 
liking and disliking in factual predictions-all 
indicate that the traditional separation between 
belief and preference in analyses of decision 
making is psychologically unrealistic. 

Incorporating a common sense psychology of 
the intuitive agent into economic models will 
present difficult challenges, especially for for
mal theorists. It is encouraging to note, how
ever, that the challenge of incorporating the first 
wave of psychological findings into economics 
appeared even more daunting 20 years ago, and 
that challenge has been met with considerable 
success. 
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Judgment under Uncertainty: 
Heuristics and Biases 

Biases in judgments reveal some heuristics of 

thinking under uncertainty. 

Amos Tversky and Daniel Kahneman 

Many decisions are based on beliefs 
concerning the likelihood of uncertain 
events such as the outcome of an elec- 
tion, the guilt of a defendant, or the 
future value of the dollar. These beliefs 
are usually expressed in statements such 
as "I think that . . . ," "chances are 
. . . ," "it is unlikely that . . . ," and 
so forth. Occasionally, beliefs concern-
ing iuncertain events are expressed in 
numerical form as odds or  subjective 
probabilities. What determines such be- 
liefs? How do people assess the prob- 
ability of an uncertain event or the 
value of an uncertain quantity? This 
article shows that people rely on a 
limited number of heuristic principles 
which reduce the complex tasks of as-
sessing probabilities and predicting val- 
ues to simpler judgmental operations. 
In general, these heuristics are quite 
useful, but sometimes they lead to severe 
and systematic errors. 

The subjective assessment of proba-
bility resembles the subjective assess-
ment of physical quantities such as 
distance or size. These judgments are 
all based on data of limited validity, 
which are processed according to heu- 
ristic rules. For  example, the apparent 
distance of an object is determined in 
part by its clarity. The more sharply the 
object is seen, the closer it appears to 
be. This rule has some validity, hecaust: 
in any given scene the more distant 
objects are seen less sharply than nearer 
objects. However, the reliance on this 
rule leads to systematic errors in the 
estimation of distance. Specifically, dis- 
tances are often overestimated when 
visibility is poor because the contours 
of objects are blurred. On the other 
hand, distances are often underesti-

The authors are tncmbers of the department of 
psychology at the Hebt'cw University, Jerusalem, 
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mated when visibility is good because 
the objects are seen sharply. Thus, the 
reliance on clarity as an indication of 
distance leads to common biases. Such 
biases are also found in the intuitive 
judgment of probability. This article 
describes three heuristics that are em-
ployed to assess probabilities and to 
predict values. Biases to which these 
heuristics lead are enumerated, and the 
applied and theoretical implications of 
these observation5 are discussed. 

Representativeness 

Many of the probabilistic questions 
with which people are concerned belong 
to one of the following types: What is 
the probability that object A belongs to 
class B? What is the probability that 
event A originates from process B? 
What is the probability that process R 
w ~ l l  generate event A? In answering 
such questions, people typically rely on 
the representativeness heuristic, in 
which probabilities are evaluated by the 
degree to which A is representative of 
B, that is, by the degree to which A 
resembles B. For  example, when A ib 

highly representative of B, the proba- 
bility that A originates from B is judged 
to be high. On the other hand, if A is 
not similar to B, the probability that A 
originates from B is judged to be low. 

For  an illustration of judgment by 
representativeness, consider an indi-
vidual who has been described by a 
former neighbor as follows: "Steve is 
very shy and withdrawn, invariably 
helpful, but with little interest in peo- 
ple, or in the world of reality. A meek 
and tidy soul, he has a need for order 
and structure, and a passion for detail." 
How do people assess the probability 
that Steve is engaged in a particular 

occupation from a list of possibilities 
( fo r  example, farmer, salesman, airline 
pilot, librarian, or physician)? How d o  
people order these occupat~oas from 
most to least likely? In the representa- 
tivenes> heuristic, the probability that 
Steve is a I~brarian, for example, IS 

assessed by the degree to which he is 
representative of, or similar to, the 
stereotype of a librarian. Indeed, re-
search with problems of this type has 
shown that people order the occupa-
tions by probability and by similarity 
in exactly the same way ( I ) .  This ap- 
proach to ofthe j i ~ d g ~ ~ i e n t  probability 
leads to serious errors, because sim-
ilarity, or representativeness, is not 1t1-

fluenced by several factors that should 
affect judgments of probability. 

l1zrer7ritivity to prior probability of  
outcomer. One of the factors that have 
no effect on representat~veness but 
should have a major effect on probabil- 
~ t y  is the prior probability, or base-rate 
frequency, of the outcomes. In the case 
of Steve, for example, the fact that 
there are many more farmers than l i -
brarians in the population should enter 
into any reasonable estimate of the 
probabil~ty that Steve is a librarian 
rather than a farmer. Considerations of 
base-rate frequency, however, do not 
affect the similarity of Steve to the 
stereotypes of librarians and farmers. 
If people evaluate probability by rep-
resentativeness, therefore, prior proba- 
bilities will be neglected. This hypothesis 
was tested in an experiment where prior 
probabilities were manipulated ( I ) .  
Subjects were shown brief personality 
descriptions of several individuals, al-
legedly sampled at random from a 
group of 100 professionals-engineers 
and lawyers. The subjects were askcd 
to assess, for each description, the prob- 
ability that it belonged to an engineer 
rather than to a lawyer. In one experi- 
mental condition, subjects were told 
that the group from which the descrip- 
tions had been drawn consisted of 7 0  
engineers and 30 lawyers. Tn another 
condition, subjects were told that the 
group consisted of 30 engineers and 7 0  
lawyers. The odds that any particular 
description belongs to an engineer 
rather than to a lawyer should be 
higher in the first condition, where there 
is a majority of engineers, than in the 
second condition, where there is a 
majority of lawyers. Specifically, it can 
be shown by applying Bayes' rule that 
the ratio of these odds should be (.7/.312, 
o r  5.44, for each description. In a sharp 
violation of  Bayes' rule, the subjects 
in the two conditions produced essen-

SCIENCE, VOL. 185 



tially the same probability judgments. 
Apparently, subjects evaluated the like- 
lihood that a particular description be- 
longed to an engineer rather than to a 
lawyer ,by the degree to which this 
description was representative of the 
two stereotypes, with little or no regard 
for the prior probabilities of the cate- 
gories. 

The  subjects used prior probabilities 
correctly when they had no other infor- 
mation. In  the absence of a personality 
sketch, they judged the probability that 
an unknown individual is an engineer 
to be .7 and .3, respectively, in the two 
base-rate conditions. However, prior 
probabilities were effectively ignored 
when a description was introduced, 
even when this description was totally 
uninformative. The  responses to the 
following description illustrate this phe- 
nomenon: 

Dick is a 30 year old man. He is mar-
ried with no children. A man of high 
ability and high motivation, he promises 
to be quite successful in his field. He is 
well liked by his colleagues. 

This description was intended to convey 
no information relevant to the question 
of whether Dick is a n  engineer or a 
lawyer. Consequently, the probability 
that Dick is a n  engineer should equal 
the proportion of engineers in the 
group, as if no description had been 
given. T h e  subjects, however, judged 
the probability of Dick being an engi- 
neer to be .5 regardless of whether the 
stated proportion of engineers in the 
group was .7 or  .3. Evidently, people 
respond differently when given no evi- 
dence and when given worthless evi-
dence. When no specific evidence is 
given, prior probabilities are properly 
utilized; when worthless evidence is 
given, prior probabilities are  ignored 
( 1 ) .  

Insensitivity to sample size. T o  eval- 
uate the probability of obtaining a par- 
ticular result in  a sample drawn from 
a specified population, people typically 
apply the representativeness heuristic. 
That is, they assess the likelihood of 
a sample result, fo r  example, that the 
average height in  a random sample of 
ten men will be 6 feet (180 centi-
meters), by the similarity of this result 
to the corresponding parameter (that 
is, to  the average height in  the popula- 
tion of men).  The  similarity of a sam- 
ple statistic to a population parameter 
does not depend on  the size of the 
sample. Consequently, if probabilities 
are assessed by representativeness, then 
the judged probability of a sample sta- 
tistic will be essentially independent of 

sample size. Indeed, when subiects 
assessed the distributions of average 
height for samples of various sizes, 
they produced identical distributions. 
F o r  example, the probability of obtain- 
ing an average height greater than 6 
feet was assigned the same value for  
samples of 1000, 100, and 1 0  men ( 2 ) .  
Moreover, subjects failed to appreciate 
the role of sample size even when it 
was emphasized in the formulation of 
the problem. Consider the following 
question: 

A certain town is served by two hos-
pitals. In the larger hospital about 45 
babies are born each day, and in $he 
smaller hospital about 15 babies are born 
each day. As you know, about 50 percent 
of all babies are boys. However, the exact 
percentage varies from day to day. Some- 
times it may be higher than 50 percent, 
sometimes lower. 

For a period of 1 year, each hospital 
recorded the days on which more than 60 
percent of the babies born were boys. 
Which hospital do you think recorded 
more such days? 

b The larger hospital (21)  
b The smaller hospital (21) 
b A'bout the same (that is, within 5 

percent of each other) (53) 

The  values in parentheses are the num- 
ber of undergraduate students who 
chose each answer. 

Most subjects judged the probability 
of obtaining more than 6 0  percent boys 
to be the same in the small and in the 
large hospital, presumably because these 
events are described by the same sta-
tistic and are therefore equally repre- 
sentative of the general population. In  
contrast, sampling theory entails that 
the expected number of days on which 
more than 60 percent of the babies are 
boys is much greater in the small hos- 
pital than in the large one, because a 
large sample is less likely to stray from 
5 0  percent. This fundamental notion 
of statistics is evidently not part of 
people's repertoire of intuitions. 

A similar insensitivity to sample size 
has been reported in judgments of pos- 
terior probability, that is, of the prob- 
ability that a sample has been drawn 
from one population rather than from 
another. Consider the following ex-
ample: 

Imagine an urn filled with balls, of 
which % are of one color and 1/3 of 
another. One individual has drawn 5 balls 
'from the urn, and found that 4 were red 
and 1 was white Another individual has 
drawn 20 balls and found that 12 were 
red and 8 were white. Which of the two 
individuals should feel more confident that 
the urn contains 2/3 red balls and 95 white 
balls, rather than the opposite? What odds 
should each individual give? 

I n  this problem, the correct posterior 
odds are 8 to  1 for  the 4 : 1 sample 
and 1 6  to 1 for  the 12 : 8 sample, as- 
suming equal prior probabilities. How-
ever, most people feel that the first 
sample provides much stronger evidence 
for the hypothesis that the urn is pre- 
dominantly red, because the proportion 
of red balls is larger in the first than in 
the second sample. Here again, intuitive 
judgments are dominated by the sample 
proportion and are essentially unaffected 
by the size of the sample, which plays 
a crucial role in the determination of 
the actual posterior odds ( 2 ) .  I n  ad-
dition, intuitive estimates of posterior 
odds are  far  less extreme than the cor- 
rect values. The  underestimation of the 
impact of evidence has been observed 
repeatedly in problems of this type (3, 4). 
I t  has been labeled "conservatism." 

Misconceptions o f  chance. People ex- 
pect that a sequence of events generated 
by a random process will represent the 
essential characteristics of that process 
even when the sequence is short. I n  
considering tosses of a coin for heads 
or  tails, for  example, people regard the 
sequence H-T-H-T-T-H to be more 
likely than the sequence H-H-H-T-T-T, 
which does not appear random, and 
also more likely than the sequence H-H- 
H-H-T-H, which does not represent the 
fairness of the coin ( 2 ) .  Thus, people 
expect that the essential characteristics 
of the process will be represented, not 
only globally in the entire sequence, 
but also locally in each of its parts. A 
locally representative sequence, how-
ever, deviates systematically from chance 
expectation: it contains too many al-
ternations and too few runs. Another 
consequence of the belief in local rep- 
resentativeness is the well-known gam- 
bler's fallacy. After observing a long 
run of red on the roulette wheel. for  
example, most people erroneously be- 
lieve that black is now due, presumably 
because the occurrence of black will 
result in a more representative sequence 
than the occurrence of an additional 
red. Chance is commonly viewed as a 
self-correcting process in which a devi- 
ation in one direction induces a devia-
tion in the opposite direction to restore 
the equilibrium. I n  fact, deviations are 
not "corrected" as a chance process 
unfolds, they are merely diluted. 

Misconceptions of chance are not 
limited to naive subjects. A study of 
the statistical intuitions of experienced 
research psychologists ( 5 )  revealed a 
lingering belief in what may be called 
the "law of small numbers," according 
to which even small samples are highly 
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representative of the populations from 
which they are drawn. The responses 
of these investigators reflected the ex-
pectation that a valid hypothesis about 
a population will be represented by a 
statistically significant result in a sam-
ple-with little regard for its size. As 
a consequence, the researchers put too 
much faith in the results of small sam- 
ples and grossly overestimated the 
replicability of such results. In the 
actual conduct of research, this bias 
leads to the selection of samples of 
inadequate size and to overinterpretation 
of findings. 

Insensitivity to  predictability. People 
are sometimes called upon to make such 
numerical predictions as the future value 
of a stock, the demand for a commod- 
ity, or the outcome of a football game. 
Such predictions are often made by 
representativeness. F o r  example, sup-
pose one is given a description of a 
company and is asked to predict its 
future profit. If the description of the 
company is very favorable, a very 
high profit will appear most represen-
tative of that description; if the descrip- 
tion is mediocre, a mediocre perform- 
ance will appear most representative. 
The degree to which the description is 
favorable is unaffected by the reliability 
of that description or  by the degree to 
which it permits accurate prediction. 
Hence, if people predict solely in terms 
of the favorableness of the description, 
their predictions will be insensitive to 
the reliability of the evidence and to 
the expected accuracy of the prediction. 

This mode of judgment violates the 
normative statistical theory in which 
the extremeness and the range of pre- 
dictions are controlled by considerations 
of predictability. When predictability 
is nil, the same prediction should be 
made in all cases. F o r  example, if the 
descriptions of companies provide no 
information relevant to profit, then the 
same value (such as average profit) 
should be predicted for all companies. 
If predictability is perfect, of course, 
the values predicted will match the 
actual values and the range of predic-
tions will equal the range of outcomes. 
In general, the higher the predictability, 
the wider the range of predicted values. 

Several studies of numerical predic-
tion have demonstrated that intuitive 
predictions violate this rule, and that 
subjects show little o r  no regard for 
considerations of predictability ( I ) .  In  
one of these studies, subjects were pre- 
sented with several paragraphs, each 
describing the performance of a stu-

dent teacher during a particular prac-
tice lesson. Some subjects were asked 
to evaluate the quality of the lesson 
described in the paragraph in percentile 
scores, relative to a specified population. 
Other subjects were asked to predict, 
also in percentile scores, the standing 
of  each student teacher 5 years after 
the practice lesson. The judgments made 
under the two conditions were identical. 
That is, the prediction of a remote 
criterion (success of a teacher after 5 
years) was identical to the evaluation 
of the information on which the predic- 
tion was based (the quality of the 
practice lesson). The students who made 
these predictions were undoubtedly 
aware of the limited predictability of 
teaching competence on the basis of a 
single trial lesson 5 years earlier; never- 
theless, their predictions were as ex-
treme as their evaluations. 

The i l lu~ion o f  validity. As we have 
seen, people often predict by selecting 
the outcome (for example, an occupa-
tion) that is most representative of the 
input (for example, the description of 
a person). The confidence they have 
in their prediction depends primarily 
on the degree of representativeness 
(that is, on the quality of the match 
between the selected outcome and the 
input) with little o r  no regard for  the 
factors that limit predictive accuracy. 
Thus, people express great confidence 
in the prediction that a person is a 
librarian when given a description of 
his personality which matches the 
stereotype of librarians, even if the 
description is scanty, unreliable, or out- 
dated. The unwarranted confidence 
which is produced by a good fit between 
the predicted outcome and the input 
information may be called the illusion 
of validity. This illusion persists even 
when the judge is aware of the factors 
that limit the accuracy of his predic-
tions. It is a common observation that 
psychologists who conduct selection 
interviews often experience considerable 
confidence in their predictions, even 
when they know of the vast literature 
that shows selection interviews to be 
highly fallible. The continued reliance 
on the clinical interview for  selection, 
despite repeated demonstrations of its 
inadequacy, amply attests to the strength 
of this effect. 

The internal consistency of a pattern 
of inputs is a major determinant of 
one's confidence in predictions based 
on these inputs. F o r  example, people 
express more confidence in predicting the 
final grade-point average of a student 

whose first-year record consists entirely 
of B's than in predicting the grade-
point average of a student whose first- 
year record includes many A's and C's. 
Highly consistent patterns are most 
often observed when the ~ n p u t  vari- 
ables are highly redundant o r  correlated. 
Hence, people tend to have great con-
fidence in predictions based on redun-
dant input variables. However, an 
elementary result in the statistics of cor- 
relation asserts that, given input vari- 
ables of stated validity, a prediction 
based on several such inputs can 
achieve higher accuracy when they are 
independent of each other than when 
they are redundant o r  correlated. Thus, 
redundancy anlong inputs decreases 
accuracy even as it increases confidence, 
and people are often confident in pre- 
dictions that are quite likely to be off 
the mark ( I ) .  

Misconceptions o f  regression. Suppose 
a large group of children has been 
examined on two equivalent versions of 
an aptitude test. If one selects ten chil- 
dren from among those who did best on 
one of the two versions, he will usually 
find their performance on the second 
version to be somewhat disappointing. 
Conversely, if one selects ten children 
from among those who did worst on 
one version, they will be found, on the 
average, to do somewhat better on the 
other version. More generally, consider 
two variables X and Y which have the 
same distribution. If one selects indi-
viduals whose average X score deviates 
from the mean of X by k units, then 
the average of their Y scores will usual- 
ly deviate from the mean of Y by less 
than k units. These observations illus- 
trate a general phenomenon known as 
regression toward ;he mean, which was 
first documented by Galton more than 
100 years ago. 

In the normal course of life, one 
encounters many instances of regression 
toward the mean, in the comparison 
of the height of fathers and sons, of 
the intelligence of husbands and wives. 
or of the performance of individuals 
on consecutive examinations. Neverthe- 
less, people do not develop correct in- 
tuitions about this phenomenon. First, 
they do not expect regression in many 
contexts where it is bound to occur. 
Second, when they recognize the occur- 
rence of regression, they often invent 
spurious causal explanations for it ( I ) .  
We suggest that the phenomenon of re- 
gression remains elusive because it is in- 
compatible with the belief that the 
predicted outcome should be maximally 
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representative of the input, and, hence, 
that the value of the outcome variable 
should be as extreme as the value of 
the input variable. 

The failure to recognize the import 
of regression can have pernicious con-
sequences, as illustrated by the follow- 
ing observation (I) .  In  a discussion 
of flight training, experienced instruc-
tors noted that praise for an exception- 
ally smooth landing is typically followed 
by a poorer landing on  the next try, 
while harsh criticism after a rough 
landing is usually followed by an im-
provement on the next try. The  instruc- 
tors concluded that verbal rewards are 
detrimental to learning, while verbal 
punishments are beneficial, contrary to 
accepted psychological doctrine. This 
conclusion is unwarranted because of 
the presence of regression toward the 
mean. As in other cases of repeated 
examination, an improvement will usu- 
ally follow a poor performance and 
a deterioration will usually follow an 
outstanding performance, even if the 
instructor does not respond to the 
trainee's achievement on the first at-
tempt. Because the instructors had 
praised their trainees after good land- 
ings and admonished them after poor 
ones, they reached the erroneous and 
potentially harmful conclusion that pun- 
ishment is more effective than reward. 

Thus, the failure to understand the 
effect of regression leads one to over-
estimate the effectiveness of punish-
ment and to underestimate the effec-
tiveness of reward. In social interaction, 
as well as in training, rewards are typ- 
ically administered when performance 
is good, and punishments are typically 
administered when performance is 
poor. By regression alone, therefore, 
behavior is most likely to improve after 
punishment and most likely t o  deterio- 
rate after reward. Consequently, the 
human condition is such that, by chance 
alone, one is most often rewarded for 
punishing others and most often pun-
ished for rewarding them. People are 
generally not aware of this contingency. 
In fact, the elusive role of regression 
in determining the apparent conse-
quences of reward and punishment 
seems to have escaped the notice of stu- 
dents of this area. 

Availability 

There are situations in which people 
assess the frequency of a class or the 
probability of an event by the ease with 
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which instances or occurrences can be 
brought to  mind. F o r  example, one may 
assess the risk of heart attack among 
middle-aged people by recalling such 
occurrences among one's acquaintances. 
Similarly, one may evaluate the proba- 
bility that a given business venture will 
fail by imagining various difficulties it 
could encounter. This judgmental heu-
ristic is called availability. Availability 
is a useful clue for  assessing frequency 
or  probability, because instances of 
large classes are usually recalled better 
and faster than instances of less fre-
quent classes. However, availability is 
alliected by factors other than frequency 
and probability. Consequently, the re-
liance on availability leads to predicta- 
ble biases, some of which are illustrated 
below. 

Biases due to the retrievabitity o f  in-
stances. When the size of a class is 
judged by the availability of its in-
stances, a class whose instances are 
easily retrieved will appear more nu-
merous than a class of equal frequency 
whose instances are less retrievable. I n  
a n  elementary demonstration of this ef- 
fect, subjects heard a list of well-known 
personalities of both sexes and were 
subsequently asked to judge whether the 
list contained more names of men than 
of women. Different lists were presented 
to different groups of subjects. In some 
of the lists the men were relatively more 
famous than the women, and in others 
the women were relatively more famous 
than the men. In each of the lists, the 
subjects erroneously judged that the 
class (sex) that had the more famous 
personalities was the more numerous 
(6). 

In addition to  familiarity, there are  
other factors. such as salience, which 
affect the retrievability of instances. F o r  
example, the impact of seeing a house 
burning on  the subjective probability of 
such accidents is probably greater than 
the impact of reading about a fire in 
the local paper. Furthermore, recent oc- 
currences are likely to be relatively 
more available than earlier occurrences. 
It is a common experience that the 
subjective probability of traffic accidents 
rises temporarily when one sees a car 
overturned by the side of the road. 

Biases drte to the eflectiveness of a 
search set. Suppose one samples a word 
(of three letters o r  more) at random 
from a n  English text. Is it more likely 
that the word starts with r o r  that 
r is the third letter? People approach 
this problem by recalling words that 

begin w ~ t h  r (road) and words that 
have r in the third position (car) and 
assess the relative frequency by the 
ease with which words of the two types 
come to mind. Because it is much easier 
to search for words by their first letter 
than by their third letter, most people 
judge words that begin with a given 
consonant to be more numerous than 
words in which the same consonant ap- 
pears in the third position. They do so 
even for consonants, such as r o r  k, 
that a re  more frequent in the third 
position than in the first (6). 

Different tasks elicit different search 
sets. F o r  example, suppose you are  
asked to rate the frequency with which 
abstract words (thought, love) and con- 
crete words (door, water) appear in  
written English. A natural way to 
answer this question is to search for  
contexts in which the word could ap- 
pear. It  seems easier to think of 
contexts in which a n  abstract concept 
is mentioned (love in love stories) than 
to think of contexts in which a concrete 
word (such as door)  is mentioned. If 
the frequency of words is judged by the 
availability of the contexts i n  which 
they appear, abstract words will be  
judged as relatively more numerous than 
concrete words. This bias has been ob- 
served in a recent study (7) which 
showed that the judged frequency of 
occurrence of abstract words was much 
higher than that of concrete words. 
equated in objective frequency. Abstract 
words were also judged to appear in a 
much greater variety of contexts than 
concrete words. 

Binses of irnaginnbility. Sometimes 
one has to assess the frequency of a 
class whose instances are not stored in 
memory but can be generated accord- 
ing to a given rule. In such situations, 
one typically generates several instances 
and evaluates frequency or  probability 
by the ease with which the relevant in- 
stances can be constructed. However, 
the ease of constructing instances does 
not always reflect their actual frequency, 
and this mode of evaluation is prone 
to biases. T o  illustrate, consider a group 
of 10 people who form committees of 
k members, 2 < k < 8. H o w  many 
different committees of k members can 
be formed? T h e  correct answer to this 
problem is given by the binomial coef- 
ficient (If)which reaches a maximum 
of 2.52 for  k = 5. Clearly, the number 
of committees of k members equals 
the number of committees of (10 - k) 
members, because any committee of k 



members defines a unique group of 
(10 - k) nonmembers. 

One way to answer this question with- 
out computation is to mentally con-
struct committees of k members and 
to evaluate their number by the ease 
with which they come to mind. Corn-
mittees of few members, say 2, are 
more available than committees of many 
members, say 8. The simplest scheme 
for  the construction of committees is a 
partition of the group into disjoint sets. 
One readily sees that it is easy to con- 
struct five disjoint committees of 2 
members, while it is impossible to gen- 
erate even two disjoint committees of 
8 members. Consequently, if fre-
quency is assessed by imaginability, o r  
by availability for construction, the 
small committees will appear more num- 
erous than larger committees, in con-
trast to the correct bell-shaped func-
tion. Indeed, when naive subjects were 
asked to estimate the number of distinct 
committees of various sizes, their esti- 
mates were a decreasing monotonic 
function of committee size (6). F o r  
example, the median estimate of the 
number of committees of 2 members 
was 70, while the estimate for com-
mittees of 8 members was 20 (the cor- 
rect answer is 45 in both cases). 

Tmaginability plays an important role 
in the evaluation of probabilities in real- 
life situations. The risk involved in an 
adventurous expedition, for example, is 
evaluated by imagining contingencies 
with which the expedition is not 
equipped to cope. If many such difficul- 
ties are vividly portrayed, the expedi-
tion can be made to appear exceedingly 
dangerous, although the ease with which 
disasters are imagined need not reflect 
their actual likelihood. Conversely, the 
risk involved in an undertaking may be 
grossly underestimated if some possible 
dangers are either difficult to conceive 
of, or simply do not come to mind. 

Illlrsory correlation. Chapman and 
Chapman (8)have described an interest- 
ing bias in the judgment of the fre-
quency with which two events co-occur. 
They presented naive judges with in-
formation concerning several hypothet- 
ical mental patients. The data for each 
patient consisted of a clinical diagnosis 
and a drawing of a person made by 
the patient. Later the judges estimated 
the frequency with which each diagnosis 
(such as paranoia o r  suspiciousness) 
had been accompanied by various fea- 
tures of the drawing (such as peculiar 
eyes). T h e  subjects markedly overesti-
mated the f r e q ~ ~ e n c y  of co-occurrence of 

natural associates, such as suspicious-
ness and peculiar eyes. This effect was 
labeled illusory correlation. In  their er-
roneous judgments of the data to which 
they had been exposed, naive subjects 
"rediscovered" much of the common, 
but unfounded, clinical lore concern-
ing the interpretation of the draw-a-
person test. The illusory correlation 
ctrect was extremely resistant to  con-
tradictory data. It  persisted even when 
the correlation between symptotn and 
diagnosis was actually negative, and it 
prevented the judges from detecting 
relationships that were in fact present. 

Availability provides a natural ac-
count for the illusory-correlation effect. 
The judgment of how frequently two 
events co-occur could be based on the 
strength of the associative bond between 
them. When the association is strong, 
one is likely to conclude that the events 
have been frequently paired. Conse-
quently. strong associates will be judged 
to have occurred together frequently. 
According to this view, the illusory 
correlation between suspiciousness and 
peculiar drawing of the eyes, for ex-
ample, is due to the fact that suspi-
ciousness is more readily asqociatcd with 
the eyes than with any other part of 
the body. 

Lifelong experience has taught us 
that, in general, instances of large 
classes are recalled better and faster 
than instances of less frequent classes; 
that likely occurrences are easier to 
imagine than unlikely ones; and that 
the associative connections between 
events are strengthened when the events 
frequently co-occur. As a result, man 
has at  his disposal a procedure (the 
availability heuristic) for estimating the 
numerosity of a class, the likelihood of 
an event, or the frequency of co-occur-
rences, by the ease with which the 
relevant mental operations of retrieval, 
construction, o r  association can be 
performed. However, as the preceding 
examples have demonstrated, this valu- 
able estimation procedure results in 
systematic errors. 

Adjustment and Anchoring 

In many situations, people make esti- 
mates by starting from an initial value 
that is adjusted to yield the final answer. 
The initial value, or starting point, may 
be suggested by the formulation of the 
problem, or it may be the result of a 
partial computation. In either case, 
adjustments are typically insufficient (4). 

That is, different starting points yield 
different estimates, which are biased 
toward the initial values. We call this 
phenomenon anchoring. 

InsufJicierlt adju~ttnent. In a demon-
stration of the anchoring effect, subjects 
were asked to estimate various quanti- 
ties, stated in percentages (for example, 
the percentage of African countries in 
the United Nations). For  each quantity, 
a number between 0 and 100 was deter- 
mined by spinning a wheel of fortune 
in the subjects' presence. The  subjects 
were instructed to indicate first whether 
that number was higher or lower than 
the value of the quantity, and then to 
estimate the value of the quantity by 
moving upward or downward from the 
given number. Different groups were 
given different numbers for each quan- 
tity, and these arbitrary numbers had a 
marked effect on estimates. For  example, 
the median estimates of the percentagc 
of African countries in the United Na- 
tions were 25 and 45  for groups that re- 
ceived I0 and 65, respectively, as start- 
lng points. Payoffs for accuracy did not 
reduce the anchoring effect. 

Anchoring occurs not only when the 
starting point is given to the subject, 
but also when the subject bases his 
cstimate on  the result of some incom- 
plete computation. A study of intuitive 
numerical estimation illustrates this ef- 
fect. Two groups of high school students 
estimated, within 5 seconds, a numerical 
expression that was written on the 
blackboard. One group estimated the 
product 

while another group estimated the 
product 

T o  rapidly answer such questions, peo- 
ple may perform a few steps of compu- 
tation and estimate the product by 
extrapolation or adjustment. Because ad- 
justments are typically insufficient, this 
procedure should lead to underestima- 
tion. Furthermore, because the result of 
the first few steps of multiplication (per- 
formed from left to  right) is higher in 
the descending sequence than in the 
ascending sequence, the former expres- 
sion should be  judged larger than the 
latter. Both predictions were confirmed. 
The median estimate for the ascending 
sequence was 512, while the median 
estimate for the descending sequence 
was 2,250. The correct answer is 40,320. 

Bia~es in the evaluation of  conjunc-
tive and disjlrnctive events. In  a recent 
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study by Bar-Hillel (9) subjects were 
given the opportunity to bet on one of 
two events. Three types of events were 
used: (i) simple events, such as drawing 
a red marble from a bag containing 50 
percent red marbles and 50 percent 
white marbles; (ii) conjunctive events, 
such as drawing a red marble seven 
times in succession, with replacement, 
from a bag containing 90 percent red 
marbles and 10 percent white marbles; 
and (iii) disjunctive events, such as 
drawing a red marble at least once in 
seven successive tries, with replacement, 
from a bag containing 10 percent red 
marbles and 90 percent white marbles. 
In this problem, a significant majority 
of subjects preferred to bet on the con- 
junctive event (the probability of which 
is .48) rather than on the simple event 
(the probability of which is .50).Sub-
jects also preferred to bet on the simple 
event rather than on the disjunctive 
event, which has a probability of .52. 
Thus, most subjects bet on the less likely 
event in both comparisons. This pattern 
of choices illustrates a general finding. 
Studies of choice among gambles and 
of judgments of probability indicate 
that people tend to overestimate the 
probability of conjunctive events (10) 
and to underestimate the probability of 
disjunctive events. These biases are 
readily explained as effects of anchor-
ing. The stated probability of the 
elementary event (success at any one 
stage) provides a natural starting point 
for the estimation of the probabilities of 
both conjunctive and disjunctive events. 
Since adjustment from the starting point 
is typically insufficient, the final esti-
mates remain too close to the probabili- 
ties of the elementary events in both 
cases. Note that the overall probability 
of a conjunctive event is lower than 
the probability of each elementary 
event, whereas the overall probability of 
a disjunctive event is higher than the 
probability of each elementary event. 
As a consequence of anchoring, the 
overall probability will be overestimated 
in conjunctive problems and underesti- 
mated in disjunctive problems. 

Biases in the evaluation of compound 
events are particularly significant in the 
context of planning. The successful 
completion of an undertaking, such as 
the development of a new product, typi- 
cally has a conjunctive character: for 
the undertaking to succeed, each of a 
series of events must occur. Even when 
each of these events is very likely, the 
overall probability of success can be 
quite low if the number of events is 
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large. The general tendency to overesti- 
mate the probability of conjunctive 
events leads to unwarranted optimism in 
the evaluation of the likelihood that a 
plan will succeed or that a project will 
be completed on time. Conversely, dis- 
junctive structures are typically encoun- 
tered in the evaluation of risks. A com-
plex system, such as a nuclear reactor 
or a human body, will malfunction if 
any of its essential components fails. 
Even when the likelihood of failure in 
each component is slight, the probability 
of an overall failure can be high if 
many components are involved. Be-
cause of anchoring, people will tend to 
underestimate the probabilities of failure 
in complex systems. Thus, the direc-
tion of the anchoring bias can some-
times be inferred from the structure of 
the event. The chain-like structure of 
conjunctions leads to overestimation, the 
funnel-like structure of disjunctions 
leads to underestimation. 

Anchoring in the assessment o f  sub- 
jective probability distributions. In  deci- 
sion analysis, experts are often required 
to express their beliefs about a quantity, 
such as the value of the Dow-Jones 
average on a particular day, in the 
form of a probability distribution. Such 
a distribution is usually constructed by 
asking the person to select values of 
the quantity that correspond to specified 
percentiles of his subjective probability 
distribution. For example, the judge 
may be asked to select a number, X,,, 
such that his subjective probability that 
this number will be higher than the 
value of the Dow-Jones average is .90. 
That is, he should select the value X,, 
so that he is just willing to accept 9 to 
1 odds that the Dow-Jones average will 
not exceed it. A subjective probability 
distribution for the value of the Dow- 
Jones average can be constructed from 
several such judgments corresponding to 
different percentiles. 

By collecting subjective probability 
distributions for many different quanti- 
ties, it is possible to test the judge for 
proper calibration. A judge is properly 
(or externally) calibrated in a set of 
problems if exactly II percent of the 
true values of the assessed quantities 
falls below his stated values of Xn. For 
example, the true values should fall 
below X,,  for 1 percent of the quanti- 
ties and above X,, for 1 percent of the 
quantities. Thus, the true values should 
fall in the confidence interval between 
X,,, and X,, on 98 percent of the prob- 
lems. 

Several investigators (11) have ob-

tained probability distributions for many 
quantities from a large number of 
judges. These distributions indicated 
large and systematic departures from 
proper calibration. In most studies, the 
actual values of the assessed quantities 
are either smaller than X,, or greater 
than X,, for about 30 percent of the 
problems. That is, the subjects state 
overly narrow confidence intervals which 
reflect more certainty than is justified by 
their knowledge about the assessed 
quantities. This bias is common to 
naive and to sophisticated subjects, and 
it is not eliminated by introducing prop- 
er scoring rules, which provide incentives 
for external calibration. This effect is at- 
tributable, in part at least, to anchoring. 

T o  select X,, for the value of the 
Dow-Jones average, for example, it is 
natural to begin by thinking about one's 
best estimate of the Dow-Jones and to 
adjust this value upward. If this adjust- 
ment-like most others-is insufficient, 
then X,, will not be sufficiently extreme. 
A similar anchoring effect will occur in 
the selection of XI,, which is presumably 
obtained by adjusting one's best esti-
mate downward. Consequently, the con- 
fidence interval between X,, and X,, 
will be too narrow, and the assessed 
probability distribution will be too tight. 
In support of this interpretation it can 
be shown that subjective probabilities 
are systematically altered by a proce-
dure in which one's best estimate does 
not serve as an anchor. 

Subjective probability distributions 
for t given quantity (the Dow-Jones 
average) can be obtained in two differ- 
ent ways: (i) by asking the subject to 
select values of the Dow-Jones that 
correspond to specified percentiles of 
his probability distribution and (ii) by 
asking the subject to assess the prob- 
abilities that the true value of the 
Dow-Jones will exceed some specified 
values. The two procedures are formally 
equivalent and should yield identical 
distributions. However, they suggest dif- 
ferent modes of adjustment from differ- 
cent anchors. In procedure (i), the 
natural starting point is one's best esti- 
mate of the quantity. In procedure (ii), 
on the other hand, the subject may be 
anchored on the value stated in the 
question. Alternatively, he may be an-
chored on even odds, or 50-50 chances, 
which is a natural starting point in the 
estimation of likelihood. In either case, 
procedure (ii) should yield less extreme 
odds than procedure (i). 

T o  contrast the two procedures, a 
set of 24 quantities (such as the air dis- 



tance from New Delhi to Peking) was 
presented to a group of subjects who 
assessed either XI, or X,, for each prob- 
lem. Another group of subjects re-
ceived the median judgment of the first 
group for each of the 24 quantities. 
They were asked to assess the odds that 
each of the given values exceeded the 
true value of the relevant quantity. In 
the absence of any bias, the second 
group should retrieve the odds specified 
to the first group, that is, 9 : 1. How-
ever, if even odds or the stated value 
serve as anchors, the odds of the sec-
ond group should be less extreme, that 
is, closer to 1 : 1. Indeed, the median 
odds stated by this group, across all 
problems, were 3 : 1. When the judg- 
ments of the two groups were tested 
for external calibration, it was found 
that subjects in the first group were too 
extreme, in accord with earlier studies. 
The events that they defined as having 
a probability of .10 actually obtained in 
24 percent of the cases. In contrast, 
subjects in the second group were too 
conservative. Events to which they as-
signed an average probability of .34 
actually obtained in 26 percent of the 
cases. These results illustrate the man-
ner in which the degree of calibration 
depends on the procedure of elicitation. 

Discussion 

This article has been concerned with 
cognitive biases that stem from the reli- 
ance on judgmental heuristics. These 
biases are not attributable to motiva-
tional effects such as wishful thinking or 
the distortion of judgments by payoffs 
and penalties. Indeed, several of the 
severe errors of judgment reported 
earlier occurred despite the fact that 
subjects were encouraged to be accurate 
and were rewarded for the correct 
answers (2, 6 ) .  

The reliance on heuristics and the 
prevalence of biases are not restricted 
to laymen. Experienced researchers are 
also prone to the same biases-when 
they think intuitively. For example, the 
tendency to predict the outcome that 
best represents the data, with insufficient 
regard for prior probability, has been 
observed in the intuitive judgments of 
individuals who have had extensive 
training in statistics (1, 5). Although 
the statistically sophisticated avoid 
elementary errors, such as the gambler's 
fallacy, their intuitive judgments are 
liable to similar fallacies in more in-
tricate and less transparent problems. 

It is not surprising that useful heuris- 
tics such as representativeness and 
availability are retained, even though 
they occasionally lead to errors in pre- 
diction or estimation. What is perhaps 
surprising is the failure of people to 
infer from lifelong experience such 
fundamental statistical rules as regres-
sion toward the mean, or the effect of 
sample size on sa.mpling variability. Al- 
though everyone is exposed, in the nor- 
mal course of life, to numerous ex-
amples from which these rules could 
have been induced, very few people 
discover the principles of sampling and 
regression on their own. Statistical prin- 
ciples are not learned from everyday 
experience because the relevant in-
stances are not coded appropriately. For 
example, people do not discover that 
successive lines in a text differ more in 
average word length than do successive 
pages, because they simply do not at-
tend to the average word length of in- 
dividual lines or pages. Thus, people 
do not learn the relation between sample 
size and sampling variability, although 
the data for such learning are abundant. 

The lack of an appropriate code also 
explains why people usually do not 
detect the biases in their judgments of 
probability. A person could conceivably 
learn whether his judgments are exter- 
nally calibrated by keeping a tally of the 
proportion of events that actually occur 
among those to which he assigns the 
same probability. However, it is not 
natural to group events by their judged 
probability. In the absence of such 
grouping it is impossible far an indivi- 
dual to discover, for example, that only 
50 percent of the predictions to which 
he has assigned a probability of .9 or 
higher actually came true. 

The empirical analysis of cognitive 
biases has implications for the theoreti- 
cal and applied role of judged probabili- 
ties. Modern decision theory (12, 13) 
regards subjective probability as the 
quantified opinion of an idealized per- 
son. Specifically, the subjective proba- 
bility of a given event is defined by the 
set of bets about this event that such a 
person is willing to accept. An inter- 
nally consistent, or coherent, subjective 
probability measure can be derived for 
an individual if his choices among bets 
satisfy certain principles, that is, the 
axioms of the theory. The derived prob- 
ability is subjective in the sense that 
different individuals are allowed to have 
different probabilities for the same event. 
The major contribution of this ap-
proach is that it provides a rigorous 

subjective interpretation of probability 
that is applicable to unique events and 
is embedded in a general theory of ra-
tional decision. 

It should perhaps be noted that, while 
subjective probabilities can sometimes 
be inferred from preferences among 
bets, they are normally not formed in 
this fashion. A person bets on team A 
rather than on team B because he be- 
lieves that team A is more likely to 
win; he does not infer this belief from 
his betting preferences. Thus, in reality, 
subjective probabilities determine pref- 
erences among bets and are not de-
rived from them, as in the axiomatic 
theory of rational decision (12). 

The inherently subjective nature of 
probability has led many students to the 
belief that coherence, or internal con-
sistency, is the only valid criterion by 
which judged probabilities should be 
evaluated. From the standpoint of the 
formal theory of subjective probability, 
any set of internally consistent probabil- 
ity judgments is as good as any other. 
This criterion is not entirely satisfactory, 
because an internally consistent set of 
subjective probabilities can be incom-
patible with other beliefs held by the 
individual. Consider a person whose 
subjective probabilities for all possible 
outcomes of a coin-tossing game reflect 
the gambler's fallacy. That is, his esti- 
mate of the probability of tails on a 
particular toss increases with the num- 
ber of consecutive heads that preceded 
that toss. The judgments of such a per- 
son could be internally consistent and 
therefore acceptable as adequate sub- 
jective probabilities according to the 
criterion of the formal theory. These 
probabilities, however, are incompatible 
with the generally held belief that a 
coin has no memory and is therefore in- 
capable of generating sequential de-
pendencies. For judged probabilities to 
be considered adequate, or rational, in- 
ternal consistency is not enough. The 
judgments must be compatible with the 
entire web of beliefs held by the in- 
dividual. Unfortunately, there can be 
no simple formal procedure for assess- 
ing the con~patibility of a set of proba- 
bility judgments with the judge's total 
system of beliefs. The rational judge 
will nevertheless strive for compatibility, 
even though internal consistency is 
more easily achieved and assessed. In 
particular, he will attempt to make his 
probability judgments compatible with 
his knowledge about the subject mat-
ter, the laws of probability, and his own 
judgmental heuristics and biases. 
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Summary 

This article described three heuristics 
that are employed in making judgments 
under uncertainty: (i) representativeness, 
which is usually employed when peo-
ple are asked to judge the probability 
that an object or event A belongs to 
class or process B; (ii) availability of in- 
stances o r  scenarios, which is often em- 
ployed when people are asked to assess 
the frequency of a class or the plausibil- 
ity of a particular development; and 
(iii) adjustment from an anchor, which 
is usually employed in numerical predic- 
tion when a relevant value is available. 
These heuristics are highly economical 

and usually effective, but they lead to 
systematic and predictable errors. A 
better understanding of these heuristics 
and of the biases to which they lead 
could improve judgments and decisions 
in situations of uncertainty. 
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Rural Health Care in Mexico? 
Present educational and administrative structures must be 

changed in order to improve health care in rural areas. 

The present health care structure in 
Mexico focuses attention on the urban 
population, leaving the rural communi- 
ties practically unattended. There are 
two main factors contributing to this 
situation. One is the lack of coordina- 
tion among the different institutions 
responsible for the health of the com- 
munity and among the educational 
institutions. The other is the lack of 
information concerning the nature of 
the problems in rural areas. In an at-
tempt to provide a solution to these 
problems, a program has been designed 
that takes into consideration the en-
vironmental conditions, malnutrition, 
poverty, and negative cultural factors 
that are responsible for the high inci- 
dences of certain diseases among rural 
populations. It is based on the develop- 
ment of a national information system 
for the collection and dissemination of 
information related to general, as well 
as rural, health care, that will provide 
the basis for a national health care sys- 
tem, and depends on the establishment 
of a training program for professionals 
in community medicine. 

Luis Cafiedo 

The continental and insular area of 
Mexico, including interior waters, is 
2,022,058 square kilometers (1, 2) .  In 
1970 the population of Mexico was 
48,377,363, of which 24,055,305 per- 
sons (49.7 percent) were under 15 
years of age. The Indian population 
made up 7.9 percent of the total (2, 3) .  
As indicated in Table 1, 42.3 percent 
of the total population live in commu- 
nities of less than 2,500 inhabitants, and 
in such communities public services as 
well as means of communication are 
very scarce or nonexistent. A large per- 
centage (39.5 percent) of the econom- 
ically active population is engaged in 
agriculture (4). 

The country's population growth rate 
is high, 3.5 percent annually, and it 
seems to depend on income, being 
higher among the 50 percent of the 
population earning less than 675 pesos 
($50) per family per month (5). The 
majority of this population lives in the 
rural areas. The most frequent causes 
of mortality in rural areas are malnu- 
trition, infectious and parasitic diseases 
(6, 7),  pregnancy complications, and 
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accidents (2). In 1970 there were 34,- 
107 doctors in Mexico (2).  The ratio 
of inhabitants to doctors, which is 
1423.7, is not a representative index 
of the actual distribution of resources 
because there is a great scarcity of 
health professionals in rural areas and 
a high concentration in urban areas 
(Fig. 1) (7, 8 ) .  

In order to improve health at a na-
tional level, this situation must be 
changed. The errors made in previous 
attempts to improve health care must 
be avoided, and use must be made of 
the available manpower and resources 
of modern science to produce feasible 
answers at the community level. Al-
though the main objective of a special- 
ist in community medicine is to control 
disease, such control cannot be 
achieved unless action is taken against 
the underlying causes of disease; it has 
already been observed that partial solu- 
tions are inefficient (9). As a back-
ground to this new program that has 
been designed to provide health care 
in rural communities, I shall first give 
a summary of the previous attempts 
that have been made to provide such 
care, describing the various medical in- 
stitutions and other organizations that 
are responsible for the training of med- 
ical personnel and for constructing the 
facilities required for health care. 

The author is an investigator in the department 
of molecular biology at the Instituto de Investi-
gaciones Biomkdicas, Universidad Nacional Aut6- 
noma de Mexico, Ciudad Universitaria, Mexico 
20, D.F. This article is adapted from a paper 
presented at the meeting on Science and Man in 
the Americas, jointly organized by the Consejo 
Nacional de Ciencia y Tecnologia de Mkxico and 
the American Association for the Advancement 
of Science and held in Mexico City, 20 June to 
4 July 1973. 
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The Framing of Decisions and the
Psychology of Choice
Amos Tversky and Daniel Kahneman

Explanations and predictions of
people's choices, in everyday life as well
as in the social sciences, are often found-
ed on the assumption of human rational-
ity. The definition of rationality has been
much debated, but there is general agree-
ment that rational choices should satisfy
some elementary requirements of con-
sistency and coherence. In this article

tional choice requires that the preference
between options should not reverse with
changes of frame. Because of imperfec-
tions of human perception and decision,
however, changes of perspective often
reverse the relative apparent size of ob-
jects and the relative desirability of op-
tions.
We have obtained systematic rever-

Summary. The psychological principles that govern the perception of decision prob-
lems and the evaluation of probabilities and outcomes produce predictable shifts of
preference when the same problem is framed in different ways. Reversals of prefer-
ence are demonstrated in choices regarding monetary outcomes, both hypothetical
and real, and in questions pertaining to the loss of human lives. The effects of frames
on preferences are compared to the effects of perspectives on perceptual appear-
ance. The dependence of preferences on the formulation of decision problems is a
significant concern for the theory of rational choice.

we describe decision problems in which
people systematically violate the re-
quirements of consistency and coher-
ence, and we trace these violations to the
psychological principles that govern the
perception of decision problems and the
evaluation of options.
A decision problem is defined by the

acts or options among which one must
choose, the possible outcomes or con-
sequences of these acts, and the contin-
gencies or conditional probabilities that
relate outcomes to acts. We use the term
"'decision frame" to refer to the deci-
sion-maker's conception of the acts, out-
comes, and contingencies associated
with a particular choice. The frame that a
decision-maker adopts is controlled part-
ly by the formulation of the problem and
partly by the norms, habits, and personal
characteristics of the decision-maker.

It is often possible to frame a given de-
cision problem in more than one way.
Alternative frames for a decision prob-
lem may be compared to alternative per-
spectives on a visual scene. Veridical
perception requires that the *perceived
relative height of two neighboring moun-
tains, say, should not reverse with
changes of vantage point. Similarly, ra-
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sals of preference by variations in the
framing of acts, contingencies, or out-
comes. These effects have been ob-
served in a variety of problems and in
the choices of different groups of respon-
dents. Here we present selected illustra-
tions of preference reversals, with data
obtained from students at Stanford Uni-
versity and at the University of British
Columbia who answered brief question-
naires in a classroom setting. The total
number of respondents for each problem
is denoted by N, and the percentage
who chose each option is indicated in
brackets.
The effect of variations in framing is

illustrated in problems 1 and 2.

Problem 1 [N = 152]: Imagine that the U.S.
is preparing for the outbreak of an unusual
Asian disease, which is expected to kill 600
people. Two alternative programs to combat
the disease have been proposed. Assume that
the exact scientific estimate of the con-
sequences of the programs are as follows:
If Program A is adopted, 200 people will be

saved. [72 percent]
If Program B is adopted, there is 1/3 probabil-

ity that 600 people will be saved, and
2/3 probability that no people will be
saved. [28 percent]

Which ofthe two programs would you favor?

The majority choice in this problem is
risk averse: the prospect of certainly
saving 200 lives is more attractive than a
risky prospect of equal expected value,
that is, a one-in-three chance of saving
600 lives.
A second group of respondents was

given the cover story of problem 1 with a
different formulation of the alternative
programs, as follows:

Problem 2 [N = 155]:
If Program C is adopted 400 people will die.

[22 percent]
If Program D is adopted there is 1/3 probabil-

ity that nobody will die, and 2/3 probabili-
ty that 600 people will die. [78 percent]

Which ofthe two programs would you favor?

The majority choice in problem 2 is
risk taking: the certain death of 400
people is less acceptable than the two-in-
three chance that 600 will die. The pref-
erences in problems 1 and 2 illustrate a
common pattern: choices involving gains
are often risk averse and choices in-
volving losses are often risk taking.
However, it is easy to see that the two
problems are effectively identical. The
only difference between them is that the
outcomes are described in problem 1 by
the number of lives saved and in problem
2 by the number of lives lost. The change
is accompanied by a pronounced shift
from risk aversion to risk taking. We
have observed this reversal in several
groups of respondents, including univer-
sity faculty and physicians. Inconsistent
responses to problems 1 and 2 arise from
the conjunction of a framing effect with
contradictory attitudes toward risks in-
volving gains and losses. We turn now
to an analysis of these attitudes.

The Evaluation of Prospects

The major theory of decision-making
under risk is the expected utility model.
This model is based on a set of axioms,
for example, transitivity of preferences,
which provide criteria for the rationality
of choices. The choices of an individual
who conforms to the axioms can be de-
scribed in terms of the utilities of various
outcomes for that individual. The utility
of a risky prospect is equal to the ex-
pected utility of its outcomes, obtained
by weighting the utility of each possible
outcome by its probability. When faced
with a choice, a rational decision-maker
will prefer the prospect that offers the
highest expected utility (1, 2).
Dr. Tversky is a professor of psychology at Stan-

ford University, Stanford, California 94305, and Dr.
Kahneman is a professor of psychology at the Uni-
versity of British Columbia, Vancouver, Canada
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As will be illustrated below, people ex-
hibit patterns of preference which appear
incompatible with expected utility theo-
ry. We have presented elsewhere (3) a
descriptive model, called prospect theo-
ry, which modifies expected utility theo-
ry so as to accommodate these observa-
tions. We distinguish two phases in the
choice process: an initial phase in which
acts, outcomes, and contingencies are
framed, and a subsequent phase of eval-
uation (4). For simplicity, we restrict the
formal treatment of the theory to choices
involving stated numerical probabilities
and quantitative outcomes, such as mon-
ey, time, or number of lives.
Consider a prospect that yields out-

come x with probability p, outcome y
with probability q, and the status quo
with probability 1 - p - q. According
to prospect theory, there are values v(.)
associated with outcomes, and decision
weights 7r(.) associated with probabili-
ties, such that the overall value of the
prospect equals 7r(p) v(x) + ir(q) v(y). A
slightly different equation should be ap-
plied if all outcomes of a prospect are on
the same side of the zero point (5).

In prospect theory, outcomes are ex-
pressed as positive or negative devia-
tions (gains or losses) from a neutral ref-
erence outcome, which is assigned a val-
ue of zero. Although subjective values
differ among individuals and attributes,
we propose that the value function is
commonly S-shaped, concave above the
reference point and convex below it, as
illustrated in Fig. 1. For example, the dif-
ference in subjective value between
gains of $10 and $20 is greater than the
subjective difference between gains of
$110 and $120. The same relation be-
tween value differences holds for the
corresponding losses. Another property
of the value function is that the response
to losses is more extreme than the re-
sponse to gains. The displeasure associ-
ated with losing a sum ofmoney is gener-
ally greater than the pleasure associated
with winning the same amount, as is re-
flected in people's reluctance to accept
fair bets on a toss of a coin. Several stud-
ies of decision (3, 6) and judgment (7)
have confirmed these properties of the
value function (8).
The second major departure of pros-

pect theory from the expected utility
model involves the treatment of proba-
bilities. In expected utility theory the
utility of an uncertain outcome is weight-
ed by its probability; in prospect theory
the value of an uncertain outcome is mul-
tiplied by a decision weight 7r(p), which
is a monotonic function of p but is not a
probability. The weighting function ir
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Fig. 1. A hypothetical value function.

has the following properties. First, im-
possible events are discarded, that is,
*0) = 0, and the scale is normalized so

that r( 1) = 1, but the function is not well
behaved near the endpoints. Second,
for low probabilities 7r(p) > p, but
r(p) + 7r(1 - p) < 1. Thus low proba-
bilities are overweighted, moderate and
high probabilities are underweighted,
and the latter effect is more pronounced
than the former. Third, 7r(pq)/ir(p) <
7r(pqr)/7r(pr) for all 0 < p, q, r ' 1. That
is, for any fixed probability ratio q, the
ratio of decision weights is closer to
unity when the probabilities are low
than when they are high, for example,
ir(.1)/7r(.2) > 7r(.4)/7r(.8). A hypothetical
weighting function which satisfies these
properties is shown in Fig. 2. The major
qualitative properties of decision weights
can be extended to cases in which the
probabilities of outcomes are subjective-
ly assessed rather than explicitly given.
In these situations, however, decision
weights may also be affected by other
characteristics of an event, such as am-

biguity or vagueness (9).
Prospect theory, and the scales illus-

trated in Figs. 1 and 2, should be viewed
as an approximate, incomplete, and sim-
plified description of the evaluation of
risky prospects. Although the properties
of v and Xr summarize a common pattern
of choice, they are not universal: the
preferences of some individuals are not
well described by an S-shaped value
function and a consistent set of decision
weights. The simultaneous measurement
of values and decision weights involves
serious experimental and statistical diffi-
culties (10).

If Xr and v were linear throughout, the
preference order between options would
be independent of the framing of acts,
outcomes, or contingencies. Because of
the characteristic nonlinearities of ir and
v, however, different frames can lead to
different choices. The following three
sections describe reversals of preference
caused by variations in the framing of
acts, contingencies, and outcomes.

The Framing of Acts

Problem 3 [N = 150]: Imagine that you face
the following pair of concurrent decisions.
First examine both decisions, then indicate
the options you prefer.
Decision (i). Choose between:
A. a sure gain of $240 [84 percent]
B. 25% chance to gain $1000, and

75% chance to gain nothing [16 percent]
Decision (ii). Choose between:

C. a sure loss of $750 [13 percent]
D. 75% chance to lose $1000, and

25% chance to lose nothing [87 percent]

The majority choice in decision (i) is
risk averse: a riskless prospect is pre-
ferred to a risky prospect of equal or
greater expected value. In contrast, the
majority choice in decision (ii) is risk tak-
ing: a risky prospect is preferred to a
riskless prospect of equal expected val-
ue. This pattern of risk aversion in
choices involving gains and risk seeking
in choices involving losses is attributable
to the properties of v and 7r. Because the
value function is S-shaped, the value as-
sociated with a gain of $240 is greater
than 24 percent of the value associated
with a gain of $1000, and the (negative)
value associated with a loss of $750 is
smaller than 75 percent of the value asso-
ciated with a loss of $1000. Thus the
shape of the value function contributes
to risk aversion in decision (i) and to risk
seeking in decision (ii). Moreover, the
underweighting of moderate and high
probabilities contributes to the relative
attractiveness of the sure gain in (i) and
to the relative aversiveness of the sure
loss in (ii). The same analysis applies to
problems 1 and 2.
Because (i) and (ii) were presented to-

gether, the respondents had in effect to
choose one prospect from the set: A and
C,BandC, AandD, BandD. The most
common pattern (A and D) was chosen
by 73 percent of respondents, while the
least popular pattern (B and C) was
chosen by only 3 percent of respondents.
However, the combination of B and
C is definitely superior to the combina-
tion A and D, as is readily seen in prob-
lem 4.

Problem 4 [N = 86]. Choose between:
A & D. 25% chance to win $240, and

75.% chance to lose $760. [O per-
cent]

B & C. 25% chance to win $250, and
75% chance to lose $750. [100 per-
cent]

When the prospects were combined
and the dominance of the second option
became obvious, all respondents chose
the superior option. The popularity of
the inferior option in problem 3 implies
that this problem was framed as a pair of
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separate choices. The respondents ap-

parently failed to entertain the possibility
that the conjunction of two seemingly
reasonable choices could lead to an un-

tenable result.
The violations of dominance observed

in problem 3 do not disappear in the
presence of monetary incentives. A dif-
ferent group of respondents who an-

swered a modified version of problem 3,
with real payoffs, produced a similar pat-
tern of choices (11). Other authors have
also reported that violations of the rules
of rational choice, originally observed in
hypothetical questions, were not elimi-
nated by payoffs (12).
We suspect that many concurrent de-

cisions in the real world are framed inde-
pendently, and that the preference order
would often be reversed if the decisions
were combined. The respondents in
problem 3 failed to combine options, al-
though the integration was relatively
simple and was encouraged by instruc-
tions (13). The complexity of practical
problems of concurrent decisions, such
as portfolio selection, would prevent
people from integrating options without
computational aids, even if they were in-
clined to do so.

The Framing of Contingencies

The following triple of problems illus-
trates the framing of contingencies. Each
problem was presented to a different
group of respondents. Each group was

told that one participant in ten, pre-

selected at random, would actually be
playing for money. Chance events were

realized, in the respondents' presence,
by drawing a single ball from a bag con-

taining a known proportion of balls of the
winning color, and the winners were paid
immediately.

Problem 5 [N = 77]: Which of the following
options do you prefer?
A. a sure win of $30 [78 percent]
B. 80%o chance to win $45 [22 percent]

Problem 6 [N = 85]: Consider the following
two-stage game. In the first stage, there is a
75% chance to end the game without winning
anything, and a 25% chance to move into the
second stage. If you reach the second stage
you have a choice between:
C. a sure win of $30 [74 percent]
D. 8%o chance to win $45 [26 percent]
Your choice must be made before the game
starts, i.e., before the outcome of the first
stage is known. Please indicate the option you
prefer.

Problem 7 [N = 81]: Which of the following
options do you prefer?
E. 25% chance to win $30 [42 percent]
F. 20%o chance to win $45 [58 percent]
30 JANUARY 1981

1.0

005

0

CD

0 0.5 1.0

Stated probability: p

Fig. 2. A hypothetical weighting function.

Let us examine the structure of these
problems. First, note that problems 6
and 7 are identical in terms of probabili-
ties and outcomes, because prospect C
offers a .25 chance to win $30 and pros-
pect D offers a probability of .25 x
.80 = .20 to win $45. Consistency there-
fore requires that the same choice be
made in problems 6 and 7. Second, note
that problem 6 differs from problem 5 on-

ly by the introduction of a preliminary
stage. If the second stage of the game is
reached, then problem 6 reduces to prob-
lem 5; if the game ends at the first stage,
the decision does not affect the outcome.
Hence there seems to be no reason to
make a different choice in problems 5

and 6. By this logical analysis, problem 6
is equivalent to problem 7 on the one

hand and problem 5 on the other. The
participants, however, responded simi-
larly to problems 5 and 6 but differently
to problem 7. This pattern of responses
exhibits two phenomena of choice: the
certainty effect and the pseudocertainty
effect.
The contrast between problems 5 and

7 illustrates a phenomenon discovered
by Allais (14), which we have labeled the
certainty effect: a reduction of the proba-
bility of an outcome by a constant factor
has more impact when the outcome was

initially certain than when it was merely
probable. Prospect theory attributes this
effect to the properties of ir. It is easy to
verify, by applying the equation of pros-
pect theory to problems 5 and 7, that
people for whom the value ratio v(30)/
v(45) lies between the weight ratios
7r(.20)/ir(.25) and ir(.80)/ir(1.0) will pre-

fer A to B and F to E, contrary to ex-

pected utility theory. Prospect theory
does not predict a reversal of preference
for every individual in problems 5 and
7. It only requires that an individual who
has no preference between A and B pre-
fer F to E. For group data, the theory
predicts the observed directional shift
ofpreference between the two problems .

The first stage of problem 6 yields t.
same outcome (no gain) for both act
Consequently, we propose, people eval
uate the options conditionally, as if the
second stage had been reached. In this
framing, of course, problem 6 reduces to
problem 5. More generally, we suggest
that a decision problem is evaluated con-
ditionally when (i) there is a state in
which all acts yield the same outcome,
such as failing to reach the second stage
of the game in problem 6, and (ii) the
stated probabilities of other outcomes
are conditional on the nonoccurrence of
this state.
The striking discrepancy between the

responses to problems 6 and 7, which are
identical in outcomes and probabilities,
could be described as a pseudocertainty
effect. The prospect yielding $30 is rela-
tively more attractive in problem 6 than
in problem 7, as if it had the advantage of
certainty. The sense of certainty associ-
ated with option C is illusory, however,
since the gain is in fact contingent on
reaching the second stage of the game
(15).
We have observed the certainty effect

in several sets of problems, with out-
comes ranging from vacation trips to the
loss of human lives. In the negative do-
main, certainty exaggerates the aversive-
ness of losses that are certain relative to
losses that are merely probable. In a
question dealing with the response to an
epidemic, for example, most respond-
ents found "a sure loss of 75 lives" more
aversive than "80%o chance to lose 100
lives" but preferred "10%o chance to lose
75 lives" over "8% chance to lose 100
lives," contrary to expected utility theo-
ry.
We also obtained the pseudocertainty

effect in several studies where the de-
scription of the decision problems fa-
vored conditional evaluation. Pseudo-
certainty can be induced either by a se-
quential formulation, as in problem 6, or
by the introduction of causal contin-
gencies. In another version of the epi-
demic problem, for instance, respond-
ents were told that risk to life existed on-
ly in the event (probability .10) that the
disease was carried by a particular virus.
Two alternative programs were said to
yield "a sure loss of 75 lives" or "80%
chance to lose 100 lives" if the critical
virus was involved, and no loss of life in
the event (probability .90) that the dis-
ease was carried by another virus. In ef-
fect, the respondents were asked to
choose between 10 percent chance of
losing 75 lives and 8 percent chance of
losing 100 lives, but their preferences
were the same as when the choice was
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-ween a sure loss of 75 lives and 80
rcent chance of losing 100 lives. A
inditional framing was evidently

.-dopted in which the contingency of the
noncritical virus was eliminated, giving
rise to a pseudocertainty effect. The cer-
tainty effect reveals attitudes toward risk
that are inconsistent with the axioms of
rational choice, whereas the pseudo-
certainty effect violates the more funda-
mental requirement that preferences
should be independent of problem de-
scription.
Many significant decisions concern ac-

tions that reduce or eliminate the proba-
bility of a hazard, at some cost. The
shape of Xr in the range of low probabili-
ties suggests that a protective action
which reduces the probability of a harm
from 1 percent to zero, say, will be val-
ued more highly than an action that re-
duces the probability of the same harm
from 2 percent to 1 percent. Indeed,
probabilistic insurance, which reduces
the probability of loss by half, is judged
to be worth less than half the price of
regular insurance that eliminates the risk
altogether (3).

It is often possible to frame protective
action in either conditional or uncon-
ditional form. For example, an insurance
policy that covers fire but not flood could
be evaluated either as full protection
against the specific risk of fire or as a re-
duction in the overall probability of
property loss. The preceding analysis
suggests that insurance should appear
more attractive when it is presented as
the elimination of risk than when it is de-
scribed as a reduction of risk. P. Slovic,
B. Fischhoff, and S. Lichtenstein, in an
unpublished study, found that a hypo-
thetical vaccine which reduces the prob-
ability of contracting a disease from .20
to .10 is less attractive if it is described as
effective in half the cases than if it is pre-
sented as fully effective against one of
two (exclusive and equiprobable) virus
strains that produce identical symptoms.
In accord with the present analysis of
pseudocertainty, the respondents valued
full protection against an identified vi-
rus more than probabilistic protection
against the disease.
The preceding discussion highlights

the sharp contrast between lay responses
to the reduction and the elimination of
risk. Because no form of protective ac-
tion can cover all risks to human welfare,
all insurance is essentially probabilistic:
it reduces but does not eliminate risk.
The probabilistic nature of insurance is
commonly masked by formulations that
emphasize the completeness of pro-
tection against identified harms, but the
sense of security that such formulations

456

provide is an illusion of conditional fram-
ing. It appears that insurance is bought
as protection against worry, not only
against risk, and that worry can be ma-
nipulated by the labeling of outcomes
and by the framing of contingencies. It is
not easy to determine whether people
value the elimination of risk too much or
the reduction of risk too little. The con-
trasting attitudes to the two forms of pro-
tective action, however, are difficult to
justify on normative grounds (16).

The Framing of Outcomes

Outcomes are commonly perceived as
positive or negative in relation to a refer-
ence outcome that is judged neutral.
Variations of the reference point can
therefore determine whether a given out-
come is evaluated as a gain or as a loss.
Because the value function is generally
concave for gains, convex for losses, and
steeper for losses than for gains, shifts of
reference can change the value dif-
ference between outcomes and thereby
reverse the preference order between
options (6). Problems 1 and 2 illustrated
a preference reversal induced by a shift
of reference that transformed gains into
losses.
For another example, consider a per-

son who has spent an afternoon at the
race track, has already lost $140, and is
considering a $10 bet on a 15:1 long shot
in the last race. This decision can be
framed in two ways, which correspond
to two natural reference points. If the
status quo is the reference point, the out-
comes of the bet are framed as a gain of
$140 and a loss of $10. On the other
hand, it may be more natural to view the
present state as a loss of $140, for the
betting day, and accordingly frame the
last bet as a chance to return to the refer-
ence point or to increase the loss to $150.
Prospect theory implies that the latter
frame will produce more risk seeking
than the former. Hence, people who do
not adjust their reference point as they
lose are expected to take bets that they
would normally find unacceptable. This
analysis is supported by the observation
that bets on long shots are most popular
on the last race of the day (17).
Because the value function is steeper

for losses than for gains, a difference be-
tween options will loom larger when it is
framed as a disadvantage of one option
rather than as an advantage of the other
option. An interesting example of such
an effect in a riskless context has been
noted by Thaler (18). In a debate on a
proposal to pass to the consumer some
of the costs associated with the process-

ing of credit-card purchases, representa-
tives of the credit-card industry re-
quested that the price difference be la-
beled a cash discount rather than a
credit-card surcharge. The two labels in-
duce different reference points by implic-
itly designating as normal reference the
higher or the lower of the two prices. Be-
cause losses loom larger than gains, con-
sumers are less willing to accept a sur-
charge than to forego a discount. A simi-
lar effect has been observed in
experimental studies of insurance: the
proportion of respondents who preferred
a sure loss to a larger probable loss was
significantly greater when the former
was called an insurance premium (19,
20).

These observations highlight the labil-
ity of reference outcomes, as well as
their role in decision-making. In the ex-
amples discussed so far, the neutral ref-
erence point was identified by the label-
ing of outcomes. A diversity of factors
determine the reference outcome in
everyday life. The reference outcome is
usually a state to which one has adapted;
it is sometimes set by social norms and
expectations; it sometimes corresponds
to a level of aspiration, which may or
may not be realistic.
We have dealt so far with elementary

outcomes, such as gains or losses in a
single attribute. In many situations, how-
ever, an action gives rise to a compound
outcome, which joins a series of changes
in a single attribute, such as a sequence
of monetary gains and losses, or a set of
concurrent changes in several attributes.
To describe the framing and evaluation
of compound outcomes, we use the no-
tion of a psychological account, defined
as an outcome frame which specifies (i)
the set of elementary outcomes that are
evaluated jointly and the manner in
which they are combined and (ii) a refer-
ence outcome that is considered neutral
or normal. In the account that is set up
for the purchase of a car, for example,
the cost of the purchase is not treated as
a loss nor is the car viewed as a gift.
Rather, the transaction as a whole is
evaluated as positive, negative, or neu-
tral, depending on such factors as the
performance of the car and the price of
similar cars in the market. A closely re-
lated treatment has been offered by Tha-
ler (18).
We propose that people generally

evaluate acts in terms of a minimal ac-
count, which includes only the direct
consequences of the act. The minimal
account associated with the decision to
accept a gamble, for example, includes
the money won or lost in that gamble and
excludes other assets or the outcome of
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previous gambles. People commonly
adopt minimal accounts because this
mode of framing (i) simplifies evaluation
and reduces cognitive strain, (ii) reflects
the intuition that consequences should
be causally linked to acts, and (iii)
matches the properties of hedonic expe-
rience, which is more sensitive to desir-
able and undesirable changes than to
steady states.
There are situations, however, in

which the outcomes of an act affect the
balance in an account that was pre-
viously set up by a related act. In these
cases, the decision at hand may be eval-
uated in terms of a more inclusive ac-
count, as in the case of the bettor who
views the last race in the context of ear-
lier losses. More generally, a sunk-cost
effect arises when a decision is referred
to an existing account in which the cur-
rent balance is negative. Because of the
nonlinearities of the evaluation process,
the minimal account and a more in-
clusive one often lead to different
choices.
Problems 8 and 9 illustrate another

class of situations in which an existing
account affects a decision:

Problem 8 [N = 183]: Imagine that you
have decided to see a play where admission is
$10 per ticket. As you enter the theater you
discover that you have lost a $10 bill.
Would you still pay $10 for a ticket for the

play?
Yes [88 percent] No [12 percent]

Problem 9 [N = 200]: Imagine that you
have decided to see a play and paid the admis-
sion price of $10 per ticket. As you enter the
theater you discover that you have lost the
ticket. The seat was not marked and the ticket
cannot be recovered.
Would you pay $10 for another ticket?

Yes [46 percent] No [54 percent]

The marked difference between the re-
sponses to problems 8 and 9 is an effect
of psychological accounting. We pro-
pose that the purchase of a new ticket in
problem 9 is entered in the account that
was set up by the purchase of the original
ticket. In terms of this account, the ex-
pense required to see the show is $20, a
cost which many of our respondents ap-
parently found excessive. In problem 8,
on the other hand, the loss of $10 is not
linked specifically to the ticket purchase
and its effect on the decision is accord-
ingly slight.
The following problem, based on ex-

amples by Savage (2, p. 103) and Thaler
(18), further illustrates the effect of em-
bedding an option in different accounts.
Two versions of this problem were pre-
sented to different groups of subjects.
One group (N = 93) was given the val-
ues that appear in parentheses, and the
30 JANUARY 1981

other group (N = 88) the values shown
in brackets.

Problem 10: Imagine that you are about to
purchase ajacket for ($125) [$15], and a calcu-
lator for ($15) [$125]. The calculator salesman
informs you that the calculator you wish to
buy is on sale for ($10) [$1201 at the other
branch of the store, located 20 minutes drive
away. Would you make the trip to the other
store?

The response to the two versions of
problem 10 were markedly different: 68
percent of the respondents were willing
to make an extra trip to save $5 on a $15
calculator; only 29 percent were willing
to exert the same effort when the price of
the calculator was $125. Evidently the
respondents do not frame problem 10 in
the minimal account, which involves on-
ly a benefit of $5 and a cost of some in-
convenience. Instead, they evaluate the
potential saving in a more inclusive ac-
count, which includes the purchase of
the calculator but not of the jacket. By
the curvature of v, a discount of $5 has a
greater impact when the price of the cal-
culator is low than when it is high.
A closely related observation has been

reported by Pratt, Wise, and Zeckhauser
(21), who found that the variability of the
prices at which a given product is sold by
different stores is roughly proportional to
the mean price of that product. The same
pattern was observed for both frequently
and infrequently purchased items. Over-
all, a ratio of 2: 1 in the mean price of two
products is associated with a ratio of
1.86:1 in the standard deviation of the
respective quoted prices. If the effort
that consumers exert to save each dollar
on a purchase, for instance by a phone
call, were independent of price, the dis-
persion of quoted prices should be about
the same for all products. In contrast,
the data of Pratt et al. (21) are consistent
with the hypothesis that consumers
hardly exert more effort to save $15 on a
$150 purchase than to save $5 on a $50
purchase (18). Many readers will recog-
nize the temporary devaluation ofmoney
which facilitates extra spending and re-
duces the significance of small discounts
in the context of a large expenditure,
such as buying a house or a car. This
paradoxical variation in the value of
money is incompatible with the standard
analysis of consumer behavior.

Discussion

In this article we have presented a se-
ries of demonstrations in which seem-
ingly inconsequential changes in the for-
mulation of choice problems caused sig-
nificant shifts of preference. The in-

consistencies were traced to the inter-
action of two sets of factors: variations
in the framing of acts, contingencies, and
outcomes, and the characteristic non-
linearities of values and decision
weights. The demonstrated effects are
large and systematic, although by no
means universal. They occur when the
outcomes concern the loss of human
lives as well as in choices about money;
they are not restricted to hypothetical
questions and are not eliminated by mon-
etary incentives.

Earlier we compared the dependence
of preferences on frames to the depen-
dence of perceptual appearance on per-
spective. If while traveling in a mountain
range you notice that the apparent rela-
tive height of mountain peaks varies with
your vantage point, you will conclude
that some impressions of relative height
must be erroneous, even when you have
no access to the correct answer. Similar-
ly, one may discover that the relative at-
tractiveness of options varies when the
same decision problem is framed in dif-
ferent ways. Such a discovery will nor-
mally lead the decision-maker to recon-
sider the original preferences, even when
there is no simple way to resolve the in-
consistency. The susceptibility to per-
spective effects is of special concern in
the domain of decision-making because
of the absence of objective standards
such as the true height of mountains.
The metaphor of changing perspective

can be applied to other phenomena of
choice, in addition to the framing effects
with which we have been concerned here
(19). The problem of self-control is natu-
rally construed in these terms. The story
of Ulysses' request to be bound to the
mast of the ship in anticipation of the ir-
resistible temptation of the Sirens' call is
often used as a paradigm case (22). In
this example of precommitment, an ac-
tion taken in the present renders inopera-
tive an anticipated future preference. An
unusual feature of the problem of inter-
temporal conflict is that the agent who
views a problem from a particular tem-
poral perspective is also aware of the
confficting views that future perspectives
will offer. In most other situations, deci-
sion-makers are not normally aware of
the potential effects of different decision
frames on their preferences.
The perspective metaphor highlights

the following aspects of the psychology
of choice. Individuals who face a deci-
sion problem and have a definite prefer-
ence (i) might have a different preference
in a different framing of the same prob-
lem, (ii) are normally unaware of alterna-
tive frames and of their potential effects
on the relative attractiveness of options,
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(iii) would wish their preferences to be
independent of frame, but (iv) are often
uncertain how to resolve detected incon-
sistencies (23). In some cases (such as
problems 3 and 4 and perhaps problems 8
and 9) the advantage of one frame be-
comes evident once the competing
frames are compared, but in other cases
(problems 1 and 2 and problems 6 and 7)
it is not obvious which preferences
should be abandoned.
These observations do not imply that

preference reversals, or other errors of
choice or judgment (24), are necessarily
irrational. Like other intellectual limita-
tions, discussed by Simon (25) under the
heading of "bounded rationality," the
practice of acting on the most readily
available frame can sometimes be justi-
fied by reference to the mental effort re-
quired to explore alternative frames and
avoid potential inconsistencies. How-
ever, we propose that the details of the
phenomena described in this article are
better explained by prospect theory and
by an analysis of framing than by ad
hoc appeals to the notion of cost of
thinking.
The present work has been concerned

primarily with the descriptive question
of how decisions are made, but the psy-
chology of choice is also relevant to the
normative question of how decisions
ought to be made. In order to avoid the
difficult problem ofjustifying values, the
modern theory of rational choice has
adopted the coherence of specific prefer-
ences as the sole criterion of rationality.
This approach enjoins the decision-
maker to resolve inconsistencies but of-
fers no guidance on how to do so. It im-
plicitly assumes that the decision-maker
who carefully answers the question
"What do I really want?" will eventually
achieve coherent preferences. However,
the susceptibility of preferences to varia-
tions of framing raises doubt about the
feasibility and adequacy of the coher-
ence criterion.

Consistency is only one aspect of the
lay notion of rational behavior. As noted
by March (26), the common conception
of rationality also requires that prefer-
ences or utilities for particular outcomes
should be predictive of the experiences
of satisfaction or displeasure associated
with their occurrence. Thus, a man could
be judged irrational either because his
preferences are contradictory or because
his desires and aversions do not reflect
his pleasures and pains. The predictive
criterion of rationality can be applied to
resolve inconsistent preferences and to
improve the quality of decisions. A pre-

dictive orientation encourages the deci-
sion-maker to focus on future experience
and to ask "What will I feel then?"
rather than "What do I want now?" The
former question, when answered with
care, can be the more useful guide in dif-
ficult decisions. In particular, predictive
considerations may be applied to select
the decision frame that best represents
the hedonic expenence of outcomes.

Further complexities arise in the nor-
mative analysis because the framing of
an action sometimes affects the actual
experience of its outcomes. For ex-
ample, framing outcomes in terms of
overall wealth or welfare rather than in
terms of specific gains and losses may at-
tenuate one's emotional response to an
occasional loss. Similarly, the experi-
ence of a change for the worse may vary
if the change is framed as an uncompen-
sated loss or as a cost incurred to
achieve some benefit. The framing of
acts and outcomes can also reflect the
acceptance or rejection of responsibility
for particular consequences, and the de-
liberate manipulation of framing is com-
monly used as an instrument of self-
control (22). When framing influences
the experience of consequences, the
adoption of a decision frame is an ethi-
cally significant act.
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PROSPECT THEORY: AN ANALYSIS OF DECISION UNDER RISK 

BY DANIEL KAHNEMAN AND AMOS TVERSKY' 
This paper presents a critique of expected utility theory as a descriptive model of 

decision making under risk, and develops an alternative model, called prospect theory. 
Choices among risky prospects exhibit several pervasive effects that are inconsistent with 
the basic tenets of utility theory. In particular, people underweight outcomes that are 
merely probable in comparison with outcomes that are obtained with certainty. This 
tendency, called the certainty effect, contributes to risk aversion in choices involving sure 
gains and to risk seeking in choices involving sure losses. In addition, people generally 
discard components that are shared by all prospects under consideration. This tendency, 
called the isolation effect, leads to inconsistent preferences when the same choice is 
presented in different forms. An alternative theory of choice is developed, in which value 
is assigned to gains and losses rather than to final assets and in which probabilities are 
replaced by decision weights. The value function is normally concave for gains, commonly 
convex for losses, and is generally steeper for losses than for gains. Decision weights are 
generally lower than the corresponding probabilities, except in the range of low prob- 
abilities. Overweighting of low probabilities may contribute to the attractiveness of both 
insurance and gambling. 

1. INTRODUCTION 

EXPECTED UTILITY THEORY has dominated the analysis of decision making under 
risk. It has been generally accepted as a normative model of rational choice [24], 
and widely applied as a descriptive model of economic behavior, e.g. [15, 4]. 
Thus, it is assumed that all reasonable people would wish to obey the axioms of the 
theory [47, 36], and that most people actually do, most of the time. 

The present paper describes several classes of choice problems in which 
preferences systematically violate the axioms of expected utility theory. In the 
light of these observations we argue that utility theory, as it is commonly 
interpreted and applied, is not an adequate descriptive model and we propose an 
alternative account of choice under risk. 

2. CRITIQUE 

Decision making under risk can be viewed as a choice between prospects or 
gambles. A prospect (x1, Pi; ... ; xn, pn) is a contract that yields outcome xi with 
probability Pi, where Pl + P2 + ... + pn = 1. To simplify notation, we omit null 
outcomes and use (x, p) to denote the prospect (x, p; 0, 1- p) that yields x with 
probability p and 0 with probability 1-p. The (riskless) prospect that yields x 
with certainty is denoted by (x). The present discussion is restricted to prospects 
with so-called objective or standard probabilities. 

The application of expected utility theory to choices between prospects is based 
on the following three tenets. 

(i) Expectation: U(X1, Pi; ... ; Xn, Pn) = pi u (x1) +... +PnU (Xn) 
1 This work was supported in part by grants from the Harry F. Guggenheim Foundation and from 
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That is, the overall utility of a prospect, denoted by U, is the expected utility of 
its outcomes. 

(ii) Asset Integration: (xi, Pi; ... ; Xn, P) is acceptable at asset position w iff 
U(w +x1, pl; ... ; w +Xn, Pn) > u(w). 

That is, a prospect is acceptable if the utility resulting from integrating the 
prospect with one's assets exceeds the utility of those assets alone. Thus, the 
domain of the utility function is final states (which include one's asset position) 
rather than gains or losses. 

Although the domain of the utility function is not limited to any particular class 
of consequences, most applications of the theory have been concerned with 
monetary outcomes. Furthermore, most economic applications introduce the 
following additional assumption. 

(iii) Risk Aversion: u is concave (u" < 0). 
A person is risk averse if he prefers the certain prospect (x) to any risky prospect 

with expected value x. In expected utility theory, risk aversion is equivalent to the 
concavity of the utility function. The prevalence of risk aversion is perhaps the 
best known generalization regarding risky choices. It led the early decision 
theorists of the eighteenth century to propose that utility is a concave function of 
money, and this idea has been retained in modern treatments (Pratt [33], Arrow 
[4]). 

In the following sections we demonstrate several phenomena which violate 
these tenets of expected utility theory. The demonstrations are based on the 
responses of students and university faculty to hypothetical choice problems. The 
respondents were presented with problems of the type illustrated below. 

Which of the following would you prefer? 

A: 50% chance to win 1,000, B: 450 for sure. 

50% chance to win nothing; 

The outcomes refer to Israeli currency. To appreciate the significance of the 
amounts involved, note that the median net monthly income for a family is about 
3,000 Israeli pounds. The respondents were asked to imagine that they were 
actually faced with the choice described in the problem, and to indicate the 
decision they would have made in such a case. The responses were anonymous, 
and the instructions specified that there was no 'correct' answer to such problems, 
and that the aim of the study was to find out how people choose among risky 
prospects. The problems were presented in questionnaire form, with at most a 
dozen problems per booklet. Several forms of each questionnaire were con- 
structed so that subjects were exposed to the problems in different orders. In 
addition, two versions of each problem were used in which the left-right position 
of the prospects was reversed. 

The problems described in this paper are selected illustrations of a series of 
effects. Every effect has been observed in several problems with different 
outcomes and probabilities. Some of the problems have also been presented to 
groups of students and faculty at the University of Stockholm and at the 
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University of Michigan. The pattern of results was essentially identical to the 
results obtained from Israeli subjects. 

The reliance on hypothetical choices raises obvious questions regarding the 
validity of the method and the generalizability of the results. We are keenly aware 
of these problems. However, all other methods that have been used to test utility 
theory also suffer from severe drawbacks. Real choices can be investigated either 
in the field, by naturalistic or statistical observations of economic behavior, or in 
the laboratory. Field studies can only provide for rather crude tests of qualitative 
predictions, because probabilities and utilities cannot be adequately measured in 
such contexts. Laboratory experiments have been designed to obtain precise 
measures of utility and probability from actual choices, but these experimental 
studies typically involve contrived gambles for small stakes, and a large number of 
repetitions of very similar problems. These features of laboratory gambling 
complicate the interpretation of the results and restrict their generality. 

By default, the method of hypothetical choices emerges as the simplest pro- 
cedure by which a large number of theoretical questions can be investigated. The 
use of the method relies on the assumption that people often know how they 
would behave in actual situations of choice, and on the further assumption that the 
subjects have no special reason to disguise their true preferences. If people are 
reasonably accurate in predicting their choices, the presence of common and 
systematic violations of expected utility theory in hypothetical problems provides 
presumptive evidence against that theory. 

Certainty, Probability, and Possibility 

In expected utility theory, the utilities of outcomes are weighted by their 
probabilities. The present section describes a series of choice problems in which 
people's preferences systematically violate this principle. We first show that 
people overweight outcomes that are considered certain, relative to outcomes 
which are merely probable-a phenomenon which we label the certainty effect. 

The best known counter-example to expected utility theory which e*ploits the 
certainty effect was introduced by the French economist Maurice Allais in 1953 
[2]. Allais' example has been discussed from both normative and descriptive 
standpoints by many authors [28, 38]. The following pair of choice problems is a 
variation of Allais' example, which differs from the original in that it refers to 
moderate rather than to extremely large gains. The number of respondents who 
answered each problem is denoted by N, and the percentage who choose each 
option is given in brackets. 

PROBLEM 1: Choose between 

A: 2,500 with probability .33, B: 2,400 with certainty. 

2,400 with probability .66, 

0 with probability .01; 

N=72 [18] [82]* 
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PROBLEM 2: Choose between 

C: 2,500 with probability .33, D: 2,400 with probability .34, 

0 with probability .67; 0 with probability .66. 

N =72 [83]* [17] 

The data show that 82 per cent of the subjects chose B in Problem 1, and 83 per 
cent of the subjects chose C in Problem 2. Each of these preferences is significant 
at the .01 level, as denoted by the asterisk. Moreover, the analysis of individual 
patterns of choice indicates that a majority of respondents (61 per cent) made the 
modal choice in both problems. This pattern of preferences violates expected 
utility theory in the manner originally described by Allais. According to that 
theory, with u (0) = 0, the first preference implies 

u(2,400)> .33u(2,500) + .66u(2,400) or .34u(2,400)> .33u(2,500) 

while the second preference implies the reverse inequality. Note that Problem 2 is 
obtained from Problem 1 by eliminating a .66 chance of winning 2400 from both 
prospects. under consideration. Evidently, this change produces a greater reduc- 
tion in desirability when it alters the character of the prospect from a sure gain to a 
probable one, than when both the original and the reduced prospects are 
uncertain. 

A simpler demonstration of the same phenomenon, involving only two- 
outcome gambles is given below. This example is also based on Allais [2]. 

PROBLEM 3: 

A: (4,000,.80), or B: (3,000). 

N = 95 [20] [80]* 

PROBLEM 4: 

C: (4,000,.20), or D: (3,000,.25). 

N= 95 [65]* [35] 

In this pair of problems as well as in all other problem-pairs in this section, over 
half the respondents violated expected utility theory. To show that the modal 
pattern of preferences in Problems 3 and 4 is not compatible with the theory, set 
u(0) = 0, and recall that the choice of B implies u(3,000)/u(4,000) >4/5, 
whereas the choice of C implies the reverse inequality. Note that the prospect 
C = (4,000, .20) can be expressed as (A, .25), while the prospect D = (3,000, .25) 
can be rewritten as (B,.25). The substitution axiom of utility theory asserts that if 
B is preferred to A, then any (probability) mixture (B, p) must be preferred to the 
mixture (A, p). Our subjects did not obey this axiom. Apparently, reducing the 
probability of winning from 1.0 to .25 has a greater effect than the reduction from 
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.8 to .2. The following pair of choice problems illustrates the certainty effect with 
non-monetary outcomes. 

PROBLEM 5: 

A: 50% chance to win a three- B: A one-week tour of 
week tour of England, England, with certainty. 
France, and Italy; 

N=72 [22] [78]* 

PROBLEM 6: 

C: 5% chance to win a three- D: 10% chance to win a one- 
week tour of England, week tour of England. 
France, and Italy; 

N=72 [67]* [33] 

The certainty effect is not the only type of violation of the substitution axiom. 
Another situation in which this axiom fails is illustrated by the following problems. 

PROBLEM 7: 

A: (6,000, .45), B: (3,000, .90). 

N = 66 [14] [86]* 

PROBLEM 8: 

C: (6,000, .001), D: (3,000, .002). 

N = 66 [73]* [27] 

Note that in Problem 7 the probabilities of winning are substantial (.90 and .45), 
and most people choose the prospect where winning is more probable. In Problem 
8, there is a possibility of winning, although the probabilities of winning are 
minuscule (.002 and .001) in both prospects. In this situation where winning is 
possible but not probable, most people choose the prospect that offers the larger 
gain. Similar results have been reported by MacCrimmon and Larsson [28]. 

The above problems illustrate common attitudes toward risk or chance that 
cannot be captured by the expected utility model. The results suggest the 
following empirical generalization concerning the manner in which the substitu- 
tion axiom is violated. If (y, pq) is equivalent to (x, p), then (y, pqr) is preferred to 
(x, pr), 0< p, q, r < 1. This property is incorporated into an alternative theory, 
developed in the second part of the paper. 
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The Reflection Effect 

The previous section discussed preferences between positive prospects, i.e., 
prospects that involve no losses. What happens when the signs of the outcomes are 
reversed so that gains are replaced by losses? The left-hand column of Table I 
displays four of the choice problems that were discussed in the previous section, 
and the right-hand column displays choice problems in which the signs of the 
outcomes are reversed. We use -x to denote the loss of x, and > to denote the 
prevalent preference, i.e., the choice made by the majority of subjects. 

TABLE I 

PREFERENCES BETWEEN POSITIVE AND NEGATIVE PROSPECTS 

Positive prospects Negative prospects 

Problem 3: (4,000, .80) < (3,000). Problem 3': (-4,000, .80) > (-3,000). 
N=95 [20] [80]* N=95 [92]* [8] 

Problem 4: (4,000, .20) > (3,000, .25). Problem 4': (-4,000, .20) < (-3,000, .25). 
N=95 [65]* [35] N=95 [42] [58] 

Problem 7: (3,000, .90) > (6,000, .45). Problem 7': (-3,000, .90) < (-6,000, .45). 
N=66 [86]* [14] N=66 [8] [92]* 

Problem 8: (3,000, .002) < (6,000, .001). Problem 8': (-3,000, .002) > (-6,000, .001). 
N=66 [27] [73]* N=66 [70]* [30] 

In each of the four problems in Table I the preference between negative 
prospects is the mirror image of the preference between positive prospects. Thus, 
the reflection of prospects around 0 reverses the preference order. We label this 
pattern the reflection effect. 

Let us turn now to the implications of these data. First, note that the reflection 
effect implies that risk aversion in the positive domain is accompanied by risk 
seeking in the negative domain. In Problem 3', for example, the majority of 
subjects were willing to accept a risk of .80 to lose 4,000, in preference to a sure 
loss of 3,000, although the gamble has a lower expected value. The occurrence of 
risk seeking in choices between negative prospects was noted early by Markowitz 
[29]. Williams [48] reported data where a translation of outcomes produces a 
dramatic shift from risk aversion to risk seeking. For example, his subjects were 
indifferent between (100, .65; - 100, .35) and (0), indicating risk aversion. They 
were also indifferent between (-200, .80) and (-100), indicating risk seeking. A 
recent review by Fishburn and Kochenberger [14] documents the prevalence of 
risk seeking in choices between negative prospects. 

Second, recall that the preferences between the positive prospects in Table I are 
inconsistent with expected utility theory. The preferences between the cor- 
responding negative prospects also violate the expectation principle in the same 
manner. For example, Problems 3' and 4', like Problems 3 and 4, demonstrate that 
outcomes which are obtained with certainty are overweighted relative to 
uncertain outcomes. In the positive domain, the certainty effect contributes to a 
risk averse preference for a sure gain over a larger gain that is merely probable. In 
the negative domain, the same effect leads to a risk seeking preference for a loss 
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that is merely probable over a smaller loss that is certain. The same psychological 
principle-the overweighting of certainty-favors risk aversion in the domain of 
gains and risk seeking in the domain of losses. 

Third, the reflection effect eliminates aversion for uncertainty or variability as 
an explanation of the certainty effect. Consider, for example, the prevalent 
preferences for (3,000) over (4,000, .80) and for (4,000, .20) over (3,000, .25). To 
resolve this apparent inconsistency one could invoke the assumption that people 
prefer prospects that have high expected value and small variance (see, e.g., Allais 
[2]; Markowitz [30]; Tobin [41]). Since (3,000) has no variance while (4,000, .80) 
has large variance, the former prospect could be chosen despite its lower expected 
value. When the prospects are reduced, however, the difference in variance 
between (3,000,.25) and (4,000,.20) may be insufficient to overcome the 
difference in expected value. Because (-3,000) has both higher expected value 
and lower variance than (-4,000,.80), this account entails that the sure loss 
should be preferred, contrary to the data. Thus, our data are incompatible with the 
notion that certainty is generally desirable. Rather, it appears that certainty 
increases the aversiveness of losses as well as the desirability of gains. 

Probabilistic Insurance 

The prevalence of the purchase of insurance against both large and small losses 
has been regarded by many as strong evidence for the concavity of the utility 
function for money. Why otherwise would people spend so much money to 
purchase insurance policies at a price that exceeds the expected actuarial cost? 
However, an examination of the relative attractiveness of various forms of 
insurance does not support the notion that the utility function for money is 
concave everywhere. For example, people often prefer insurance programs that 
offer limited coverage with low or zero deductible over comparable policies that 
offer higher maximal coverage with higher deductibles-contrary to risk aversion 
(see, e.g., Fuchs [16]). Another type of insurance problem in which people's 
responses are inconsistent with the concavity hypothesis may be called prob- 
abilistic insurance. To illustrate this concept, consider the following problem, 
which was presented to 95 Stanford University students. 

PROBLEM 9: Suppose you consider the possibility of insuring some property 
against damage, e.g., fire or theft. After examining the risks and the premium you 
find that you have no clear preference between the options of purchasing 
insurance or leaving the property uninsured. 

It is then called to your attention that the insurance company offers a new 
program called probabilistic insurance. In this program you pay half of the regular 
premium. In case of damage, there is a 50 per cent chance that you pay the other 
half of the premium and the insurance company covers all the losses; and there is a 
50 per cent chance that you get back your insurance payment and suffer all the 
losses. For example, if an accident occurs on an odd day of the month, you pay the 
other half of the regular premium and your losses are covered; but if the accident 
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occurs on an even day of the month, your insurance payment is refunded and your 
losses are not covered. 

Recall that the premium for full coverage is such that you find this insurance 
barely worth its cost. 

Under these circumstances, would you purchase probabilistic insurance: 

Yes, No. 
N=95 [20] [80]* 

Although Problem 9 may appear contrived, it is worth noting that probabilistic 
insurance represents many forms of protective action where one pays a certain 
cost to reduce the probability of an undesirable event-without eliminating it 
altogether. The installation of a burglar alarm, the replacement of old tires, and 
the decision to stop smoking can all be viewed as probabilistic insurance. 

The responses to Problem 9 and to several other variants of the same question 
indicate that probabilistic insurance is generally unattractive. Apparently, reduc- 
ing the probability of a loss from p to p12 is less valuable than reducing the 
probability of that loss from p/2 to 0. 

In contrast to these data, expected utility theory (with a concave u) implies that 
probabilistic insurance is superior to regular insurance. That is, if at asset position 
w one is just willing to pay a premium y to insure against a probability p of losing 
x, then one should definitely be willing to pay a smaller premium ry to reduce the 
probability of losing x from p to (1- r)p, 0 < r < 1. Formally, if one is indifferent 
between (w - x, p; w, 1 -p) and (w - y), then one should prefer probabilistic 
insurance (w-x, (1-r)p; w-y, rp; w-ry, 1-p) over regular insurance (w-y). 

To prove this proposition, we show that 

pu (w-x) + (1-p) u (w) = u (w-y) 

implies 

(1- r)pu(w -x) + rpu(w - y) + (-p)u(w - ry)> u(w - y). 

Without loss of generality, we can set u(w -x) = 0 and u(w) = 1. Hence, u(w- 
y) = 1-p, and we wish to show that 

rp(1-p)+(1-p)u(w-ry)> 1-p or u(w-ry)> 1-rp 

which holds if and only if u is concave. 
This is a rather puzzling consequence of the risk aversion hypothesis of utility 

theory, because probabilistic insurance appears intuitively riskier than regular 
insurance, which entirely eliminates the element of risk. Evidently, the intuitive 
notion of risk is not adequately captured by the assumed concavity of the utility 
function for wealth. 

The aversion for probabilistic insurance is particularly intriguing because all 
insurance is, in a sense, probabilistic. The most avid buyer of insurance remains 
vulnerable to many financial and other risks which his policies do not cover. There 
appears to be a significant difference between probabilistic insurance and what 
may be called contingent insurance, which provides the certainty of coverage for a 
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specified type of risk. Compare, for example, probabilistic insurance against all 
forms of loss or damage to the contents of your home and contingent insurance 
that eliminates all risk of loss from theft, say, but does not cover other risks, e.g., 
fire. We conjecture that contingent insurance will be generally more attractive 
than probabilistic insurance when the probabilities of unprotected loss are 
equated. Thus, two prospects that are equivalent in probabilities and outcomes 
could have different values depending on their formulation. Several demon- 
strations of this general phenomenon are described in the next section. 

The Isolation Effect 

In order to simplify the choice between alternatives, people often disregard 
components that the alternatives share, and focus on the components that 
distinguish them (Tversky [44]). This approach to choice problems may produce 
inconsistent preferences, because a pair of prospects can be decomposed into 
common and distinctive components in more than one way, and different decom- 
positions sometimes lead to different preferences. We refer to this phenomenon as 
the isolation effect. 

PROBLEM 10: Consider the following two-stage game. In the first stage, there is 
a probability of .75 to end the game without winning anything, and a probability of 
.25 to move into the second stage. If you reach the second stage you have a choice 
between 

(4,000,.80) and (3,000). 

Your choice must be made before the game starts, i.e., before the outcome of the 
first stage is known. 

Note that in this game, one has a choice between .25 x.80= .20 chance to win 
4,000, and a .25 x 1.0 = .25 chance to win 3,000. Thus, in terms of final outcomes 
and probabilities one faces a choice between (4,000, .20) and (3,000, .25), as in 
Problem 4 above. However, the dominant preferences are different in the two 
problems. Of 141 subjects who answered Problem 10, 78 per cent chose the latter 
prospect, contrary to the modal preference in Problem 4. Evidently, people 
ignored the first stage of the game, whose outcomes are shared by both prospects, 
and considered Problem 10 as a choice between (3,000) and (4,000,.80), as in 
Problem 3 above. 

The standard and the sequential formulations of Problem 4 are represented as 
decision trees in Figures 1 and 2, respectively. Following the usual convention, 
squares denote decision nodes and circles denote chance nodes. The essential 
difference between the two representations is in the location of the decision node. 
In the standard form (Figure 1), the decision maker faces a choice between two 
risky prospects, whereas in the sequential form (Figure 2) he faces a choice 
between a risky and a riskless prospect. This is accomplished by introducing a 
dependency between the prospects without changing either probabilities or 
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FIGURE 2.-The representation of Problem 4 as a decision tree (standard formulation). 
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FIGURE 2.-The representation of Problem 10 as a decision tree (sequential formulation). 

outcomes. Specifically, the event 'not winning 3,000' is included in the event 'not 
winning 4,000' in the sequential formulation, while the two events are indepen- 
dent in the standard formulation. Thus, the outcome of winning 3,000 has a 
certainty advantage in the sequential formulation, which it does not have in the 
standard formulation. 

The reversal of preferences due to the dependency among events is particularly 
significant because it violates the basic supposition of a decision-theoretical 
analysis, that choices between prospects are determined solely by the probabilities 
of final states. 

It is easy to think of decision problems that are most naturally represented in 
one of the forms above rather than in the other. For example, the choice between 
two different risky ventures is likely to be viewed in the standard form. On the 
other hand, the following problem is most likely to be represented in the 
sequential form. One may invest money in a venture with some probability of 
losing one's capital if the venture fails, and with a choice between a fixed agreed 
return and a percentage of earnings if it succeeds. The isolation effect implies that 
the contingent certainty of the fixed return enhances the attractiveness of this 
option, relative to a risky venture with the same probabilities and outcomes. 
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The preceding problem illustrated how preferences may be altered by different 
representations of probabilities. We now show how choices may be altered by 
varying the representation of outcomes. 

Consider the following problems, which were presented to two different groups 
of subjects. 

PROBLEM 11: In addition to whatever you own, you have been given 1,000. 
You are now asked to choose between 

A: (1,000,.50), and B: (500). 

N= 70 [16] [84]* 

PROBLEM 12: In addition to whatever you own, you have been given 2,000. 
You are now asked to choose between 

C: (-1,000,.50), and D: (-500). 

N = 68 [69*] [31] 

The majority of subjects chose B in the first problem and C in the second. These 
preferences conform to the reflection effect observed in Table I, which exhibits 
risk aversion for positive prospects and risk seeking for negative ones. Note, 
however, that when viewed in terms of final states, the two choice problems are 
identical. Specifically, 

A = (2,000, .50; 1,000, .50) = C, and B = (1,500) = D. 

In fact, Problem 12 is obtained from Problem 11 by adding 1,000 to the initial 
bonus, and subtracting 1,000 from all outcomes. Evidently, the subjects did not 
integrate the bonus with the prospects. The bonus did not enter into the 
comparison of prospects because it was common to both options in each problem. 

The pattern of results observed in Problems 11 and 12 is clearly inconsistent with 
utility theory. In that theory, for example, the same utility is assigned to a wealth 
of $100, 000, regardless of whether it was reached from a prior wealth of $95,000 
or $105,000. Consequently, the choice between a total wealth of $100,000 and 
even chances to own $95,000 or $105,000 should be independent of whether one 
currently owns the smaller or the larger of these two amounts. With the added 
assumption of risk aversion, the theory entails that the certainty of owning 
$100,000 should always be preferred to the gamble. However, the responses to 
Problem 12 and to several of the previous questions suggest that this pattern will 
be obtained if the individual owns the smaller amount, but not if he owns the 
larger amount. 

The apparent neglect of a bonus that was common to both options in Problems 
11 and 12 implies that the carriers of value or utility are changes of wealth, rather 
than final asset positions that include current wealth. This conclusion is the 
cornerstone of an alternative theory of risky choice, which is described in the 
following sections. 
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3. THEORY 

The preceding discussion reviewed several empirical effects which appear to 
invalidate expected utility theory as a descriptive model. The remainder of the 
paper presents an alternative account of individual decision making under risk, 
called prospect theory. The theory is developed for simple prospects with 
monetary outcomes and stated probabilities, but it can be extended to more 
involved choices. Prospect theory distinguishes two phases in the choice process: 
an early phase of editing and a subsequent phase of evaluation. The editing phase 
consists of a preliminary analysis of the offered prospects, which often yields a 
simpler representation of these prospects. In the second phase, the edited 
prospects are evaluated and the prospect of highest value is chosen. We next 
outline the editing phase, and develop a formal model of the evaluation phase. 

The function of the editing phase is to organize and reformulate the options so 
as to simplify subsequent evaluation and choice. Editing consists of the appli- 
cation of several operations that transform the outcomes and probabilities 
associated with the offered prospects. The major operations of the editing phase 
are described below. 

Coding. The evidence discussed in the previous section shows that people 
normally perceive outcomes as gains and losses, rather than as final states of 
wealth or welfare. Gains and losses, of course, are defined relative to some neutral 
reference point. The reference point usually corresponds to the current asset 
position, in which case gains and losses coincide with the actual amounts that are 
received or paid. However, the location of the reference point, and the 
consequent coding of outcomes as gains or losses, can be affected by the 
formulation of the offered prospects, and by the expectations of the decision 
maker. 

Combination. Prospects can sometimes be simplified by combining the prob- 
abilities associated with identical outcomes. For example, the prospect 
(200, .25; 200, .25) will be reduced to (200, .50). and evaluated in this form. 

Segregation. Some prospects contain a riskless component that is segregated 
from the risky component in the editing phase. For example, the prospect 
(300, .80; 200, .20) is naturally decomposed into a sure gain of 200 and the risky 
prospect (100, .80). Similarly, the prospect (-400, .40; -100, .60) is readily seen 
to consist of a sure loss of 100 and of the prospect (-300, .40). 

The preceding operations are applied to each prospect separately. The follow- 
ing operation is applied to a set of two or more prospects. 

Cancellation. The essence of the isolation effects described earlier is the 
discarding of components that are shared by the offered prospects. Thus, our 
respondents apparently ignored the first stage of the sequential game presented in 
Problem 10, because this stage was common to both options, and they evaluated 
the prospects with respect to the results of the second stage (see Figure 2). 
Similarly, they neglected the common bonus that was added to the prospects in 
Problems 11 and 12. Another type of cancellation involves the discarding of 
common constituents, i.e., outcome-probability pairs. For example, the choice 
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between (200, .20; 100, .50; -50, .30) and (200, .20; 150, .50; -100, .30) can be 
reduced by cancellation to a choice between (100,.50; -50,.30) and 
(150, .50; -100, .30). 

Two additional operations that should be mentioned are simplification and the 
detection of dominance. The first refers to the simplification of prospects by 
rounding probabilities or outcomes. For example, the prospect (101, .49) is likely 
to be recoded as an even chance to win 100. A particularly important form of 
simplification involves the discarding of extremely unlikely outcomes. The second 
operation involves the scanning of offered prospects to detect dominated alter- 
natives, which are rejected without further evaluation. 

Because the editing operations facilitate the task of decision, it is assumed that 
they are performed whenever possible. However, some editing operations either 
permit or prevent the application of others. For example, (500, .20; 101, .49) will 
appear to dominate (500, .15; 99, .51) if the second constituents of both prospects 
are simplified to (100, .50). The final edited prospects could, therefore, depend on 
the sequence of editing operations, which is likely to vary with the structure of the 
offered set and with the format of the display. A detailed study of this problem is 
beyond the scope of the present treatment. In this paper we discuss choice 
problems where it is reasonable to assume either that the original formulation of 
the prospects leaves no room for further editing, or that the edited prospects can 
be specified without ambiguity. 

Many anomalies of preference result from the editing of prospects. For exam- 
ple, the inconsistencies associated with the isolation effect result from the cancel- 
lation of common components. Some intransitivities of choice are explained by a 
simplification that eliminates small differences between prospects (see Tversky 
[43]). More generally, the preference order between prospects need not be 
invariant across contexts, because the same offered prospect could be edited in 
different ways depending on the context in which it appears. 

Following the editing phase, the decision maker is assumed to evaluate each of 
the edited prospects, and to choose the prospect of highest value. The overall 
value of an edited prospect, denoted V, is expressed in terms of two scales, 7T 

and v. 
The first scale, v, associates with each probability p a decision weight 7T(p), 

which reflects the impact of p on the over-all value of the prospect. However, vT is 
not a probability measure, and it will be shown later that v (p) + v (l - p) is 
typically less than unity. The second scale, v, assigns to each outcome x a number 
v (x), which reflects the subjective value of that outcome. Recall that outcomes are 
defined relative to a reference point, which serves as the zero point of the value 
scale. Hence, v measures the value of deviations from that reference point, i.e., 
gains and losses. 

The present formulation is concerned with simple prospects of the form 
(x, p; y, q), which have at most two non-zero outcomes. In such a prospect, one 
receives x with probability p, y with probability q, and nothing with probability 
1 - p - q, where p + q - 1. An offered prospect is strictly positive if its outcomes 
are all positive, i.e., if x, y > 0 and p + q = 1; it is strictly negative if its outcomes 
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are all negative. A prospect is regular if it is neither strictly positive nor strictly 
negative. 

The basic equation of the theory describes the manner in which ir and v are 
combined to determine the over-all value of regular prospects. 

If (x, p; y, q) is a regular prospect (i.e., either p + q < 1, or x y, or x - O 
y), then 

(1) V(x, p; y, q)=i7r(p)v(x)+r(q)v(y) 

where v(0) = Q-, ir(O) =0, and 7r(1) = 1. As in utility theory, V is defined on 
prospects, while v is defined on outcomes. The two scales coincide for sure 
prospects, where V(x, 1.0) = V(x) = v(x). 

Equation (1) generalizes expected utility theory by relaxing the expectation 
principle. An axiomatic analysis of this representation is sketched in the Appen- 
dix, which describes conditions that ensure the existence of a unique X and a 
ratio-scale v satisfying equation (1). 

The evaluation of strictly positive and strictly negative prospects follows a 
different rule. In the editing phase such prospects are segregated into two 
components: (i) the riskless component, i.e., the minimum gain or loss which is 
certain to be obtained or paid; (ii) the risky component, i.e., the additional gain or 
loss which is actually at stake. The evaluation of such prospects is described in the 
next equation. 

If p +q = 1 and either x > y > 0 or x < y < 0, then 

(2) V(x, p; y, q) = v (y) + mr(p)[v (x) - v (y)]. 

That is, the value of a strictly positive or strictly negative prospect equals the value 
of the riskless component plus the value-difference between the outcomes, 
multiplied by the weight associated with the more extreme outcome. For example, 
V(400, .25; 100, .75) = v (100) + r(.25)[v (400)- v (100)]. The essential feature 
of equation (2) is that a decision weight is applied to the value-difference 
v (x) - v (y), which represents the risky component of the prospect, but not to v (y), 
which represents the riskless component. Note that the right-hand side of 
equation (2) equals r(p)v(x) +[1 - r(p)]v(y). Hence, equation (2) reduces to 
equation (1) if wr(p) + r(l - p) = 1. As will be shown later, this condition is not 
generally satisfied. 

Many elements of the evaluation model have appeared in previous attempts to 
modify expected utility theory. Markowitz [29] was the first to propose that utility 
be defined on gains and losses rather than on final asset positions, an assumption 
which has been implicitly accepted in most experimental measurements of utility 
(see, e.g., [7, 32]). Markowitz also noted the presence of risk seeking in pref- 
erences among positive as well as among negative prospects, and he proposed a 
utility function which has convex and concave regions in both the positive and the 
negative domains. His treatment, however, retains the expectation principle; 
hence it cannot account for the many violations of this principle; see, e.g., Table I. 

The replacement of probabilities by more general weights was proposed by 
Edwards [9], and this model was investigated in several empirical studies (e.g., 
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[3, 42]). Similar models were developed by Fellner [12], who introduced the 
concept of decision weight to explain aversion for ambiguity, and by van Dam [46] 
who attempted to scale decision weights. For other critical analyses of expected 
utility theory and alternative choice models, see Allais [2], Coombs [6], Fishburn 
[13], and Hansson [22]. 

The equations of prospect theory retain the general bilinear form that underlies 
expected utility theory. However, in order to accomodate the effects described in 
the first part of the paper, we are compelled to assume that values are attached to 
changes rather than to final states, and that decision weights do not coincide with 
stated probabilities. These departures from expected utility theory must lead to 
normatively unacceptable consequences, such as inconsistencies, intransitivities, 
and violations of dominance. Such anomalies of preference are normally cor- 
rected by the decision maker when he realizes that his preferences are inconsis- 
tent, intransitive, or inadmissible. In many situations, however, the decision 
maker does not have the opportunity to discover that his preferences could violate 
decision rules that he wishes to obey. In these circumstances the anomalies 
implied by prospect theory are expected to occur. 

The Value Function 

An essential feature of the present theory is that the carriers of value are 
changes in wealth or welfare, rather than final states. This assumption is compati- 
ble with basic principles of perception and judgment. Our perceptual apparatus is 
attuned to the evaluation of changes or differences rather than to the evaluation of 
absolute magnitudes. When we respond to attributes such as brightness, loudness, 
or temperature, the past and present context of experience defines an adaptation 
level, or reference point, and stimuli are perceived in relation to this reference 
point [23]. Thus, an object at a given temperature may be experienced as hot or 
cold to the touch depending on the temperature to which one has adapted. The 
same principle applies to non-sensory attributes such as health, prestige, and 
wealth. The same level of wealth, for example, may imply abject poverty for one 
person and great riches for another-depending on their current assets. 

The emphasis on changes as the carriers of value should not be taken to imply 
that the value of a particular change is independent of initial position. Strictly 
speaking, value should be treated as a function in two arguments: the asset 
position that serves as reference point, and the magnitude of the change (positive 
or negative) from that reference point. An individual's attitude to money, say, 
could be described by a book, where each page presents the value function for 
changes at a particular asset position. Clearly, the value functions described on 
different pages are not identical: they are likely to become more linear with 
increases in assets. However, the preference order of prospects is not greatly 
altered by small or even moderate variations in asset position. The certainty 
equivalent of the prospect (1,000, .50), for example, lies between 300 and 400 for 
most people, in a wide range of asset positions. Consequently, the representation 
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of value as a function in one argument generally provides a satisfactory approxi- 
mation. 

Many sensory and perceptual dimensions share the property that the psy- 
chological response is a concave function of the magnitude of physical change. For 
example, it is easier to discriminate between a change of 30 and a change of 60 in 
room temperature, than it is to discriminate between a change of 130 and a change 
of 160. We propose that this principle applies in particular to the evaluation of 
monetary changes. Thus, the difference in value between a gain of 100 and a gain 
of 200 appears to be greater than the difference between a gain of 1,100 and a gain 
of 1,200. Similarly, the difference between a loss of 100 and a loss of 200 appears 
greater than the difference between a loss of 1,100 and a loss of 1,200, unless the 
larger loss is intolerable. Thus, we hypothesize that the value function for changes 
of wealth is normally concave above the reference point (v"(x) < 0, for x > 0) and 
often convex below it (v"(x) > 0, for x < 0). That is, the marginal value of both 
gains and losses generally decreases with their magnitude. Some support for this 
hypothesis has been reported by Galanter and Pliner [17], who scaled the 
perceived magnitude of monetary and non-monetary gains and losses. 

The above hypothesis regarding the shape of the value function was based on 
responses to gains and losses in a riskless context. We propose that the value 
function which is derived from risky choices shares the same characteristics, as 
illustrated in the following problems. 

PROBLEM 13: 

(6,000, .25), or (4,000, .25; 2,000, .25). 

N =68 [18] [82]* 

PROBLEM 13': 

(-6,000, .25), or (-4,000,.25; -2,000,.25). 

N=64 [70]* [30] 

Applying equation 1 to the modal preference in these problems yields 

7r(.25)v (6,000) < r(.25)[v (4,000) + v(2,000)] and 

vr(.25)v (-6,000) > vr(.25)[v (-4,000) + v (-2,000)]. 

Hence, v (6,000) < v (4,000) + v (2,000) and v (-6,000) > v (-4,000) + v (-2,000). 
These preferences are in accord with the hypothesis that the value function is 
concave for gains and convex for losses. 

Any discussion of the utility function for money must leave room for the effect 
of special circumstances on preferences. For example, the utility function of an 
individual who needs $60,000 to purchase a house may reveal an exceptionally 
steep rise near the critical value. Similarly, an individual's aversion to losses may 
increase sharply near the loss that would compel him to sell his house and move to 
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a less desirable neighborhood. Hence, the derived value (utility) function of an 
individual does not always reflect "pure" attitudes to money, since it could be 
affected by additional consequences associated with specific amounts. Such 
perturbations can readily produce convex regions in the value function for gains 
and concave regions in the value function for losses. The latter case may be 
more common since large losses often necessitate changes in life style. 

A salient characteristic of attitudes to changes in welfare is that losses loom 
larger than gains. The aggravation that one experiences in losing a sum of money 
appears to be greater than the pleasure associated with gaining the same amount 
[17]. Indeed, most people find symmetric bets of the form (x,.50; -x,.50) 
distinctly unattractive. Moreover, the aversiveness of symmetric fair bets 
generally increases with the size of the stake. That is, if x > y : 0, then 
(y, .50; -y, .50) is preferred to (x, .50; -x, .50). According to equation (1), there- 
fore, 

v(y)+v(-y)>v(x)+v(-x) and v(-y)-v(-x)>v(x)-v(y). 

Setting y =0 yields v(x) < -v(-x), and letting y approach x yields v'(x) < 
v'(-x), provided v', the derivative of v, exists. Thus, the value function for losses is 
steeper than the value function for gains. 

In summary, we have proposed that the value function is (i) defined on 
deviations from the reference point; (ii) generally concave for gains and com- 
monly convex for losses; (iii) steeper for losses than for gains. A value function 
which satisfies these properties is displayed in Figure 3. Note that the proposed 
S-shaped value function is steepest at the reference point, in marked contrast to 
the utility function postulated by Markowitz [29] which is relatively shallow in that 
region. 

VALUE 

LOSSES GAINS 

FIGURE 3.-A hypothetical value function. 
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Although the present theory can be applied to derive the value function from 
preferences between prospects, the actual scaling is considerably more compli- 
cated than in utility theory, because of the introduction of decision weights. For 
example, decision weights could produce risk aversion and risk seeking even with 
a linear value function. Nevertheless, it is of interest that the main properties 
ascribed to the value function have been observed in a detailed analysis of von 
Neumann-Morgenstern utility functions for changes of wealth (Fishburn and 
Kochenberger [14]). The functions had been obtained from thirty decision makers 
in various fields of business, in five independent studies [5, 18, 19, 21, 40]. Most 
utility functions for gains were concave, most functions for losses were convex, 
and only three individuals exhibited risk aversion for both gains and losses. With a 
single exception, utility functions were considerably steeper for losses than for 
gains. 

The Weighting Function 

In prospect theory, the value of each outcome is multiplied by a decision weight. 
Decision weights are inferred from choices between prospects much as subjective 
probabilities are inferred from preferences in the Ramsey-Savage approach. 
However, decision weights are not probabilities: they do not obey the probability 
axioms and they should not be interpreted as measures of degree or belief. 

Consider a gamble in which one can win 1,000 or nothing, depending on the toss 
of a fair coin. For any reasonable person, the probability of winning is .50 in this 
situation. This can be verified in a variety of ways, e.g., by showing that the subject 
is indifferent between betting on heads or tails, or by his verbal report that he 
considers the two events equiprobable. As will be shown below, however, the 
decision weight 7r(.50) which is derived from choices is likely to be smaller than 
.50. Decision weights measure the impact of events on the desirability of pros- 
pects, and not merely the perceived likelihood of these events. The two scales 
coincide (i.e., 77(p) = p) if the expectation principle holds, but not otherwise. 

The choice problems discussed in the present paper were formulated in terms of 
explicit numerical probabilities, and our analysis assumes that the respondents 
adopted the stated values of p. Furthermore, since the events were identified only 
by their stated probabilities, it is possible in this context to express decision 
weights as a function of stated probability. In general, however, the decision 
weight attached to an event could be influenced by other factors, e.g., ambiguity 
[10, 11]. 

We turn now to discuss the salient properties of the weighting function 7r, which 
relates decision weights to stated probabilities. Naturally, 1T is an increasing 
function of p, with rr(0) = 0 and r(1) = 1. That is, outcomes contingent on an 
impossible event are ignored, and the scale is normalized so that 7(p) is the ratio 
of the weight associated with the probability p to the weight associated with the 
certain event. 

We first discuss some properties of the weighting function for small prob- 
abilities. The preferences in Problems 8 and 8' suggest that for small values of p, X 
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is a subadditive function of p, i.e., ir(rp)> rir(p) for 0< r < 1. Recall that in 
Problem 8, (6,000, .001) is preferred to (3,000, .002). Hence 

7T(.OO1) V(3,000) 1 
7(.001)> V(3,000) 2 by the concavity of v. 
,77(.002) v(6,000) 2 

The reflected preferences in Problem 8' yield the same conclusion. The pattern of 
preferences in Problems 7 and 7', however, suggests that subadditivity need not 
hold for large values of p. 

Furthermore, we propose that very low probabilities are generally over- 
weighted, that is, vr(p) > p for small p. Consider the following choice problems. 

PROBLEM 14: 

(5,000,.001), or (5). 

N=72 [72]* [28] 

PROBLEM 14': 

(-5,000,.001), or (-5). 

N=72 [17] [83]* 

Note that in Problem 14, people prefer what is in effect a lottery ticket over the 
expected value of that ticket. In Problem 14', on the other hand, they prefer a 
small loss, which can be viewed as the payment of an insurance premium, over a 
small probability of a large loss. Similar observations have been reported by 
Markowitz [29]. In the present theory, the preference for the lottery in Problem 
14 implies r(.001)v(5,000)>v(5), hence vr(.001)>v(5)/v(5,000)>.001, 
assuming the value function for gains is concave. The readiness to pay for 
insurance in Problem 14' implies the same conclusion, assuming the value 
function for losses is convex. 

It is important to distinguish overweighting, which refers to a property of 
decision weights, from the overestimation that is commonly found in the assess- 
ment of the probability of rare events. Note that the issue of overestimation does 
not arise in the present context, where the subject is assumed to adopt the stated 
value of p. In many real-life situations, overestimation and overweighting may 
both operate to increase the impact of rare events. 

Although 7r (p) > p for low probabilities, there is evidence to suggest that, for all 
O<p <1, ir(p) + ,r(1 - p) < 1. We label this property subcertainty. It is readily 
seen that the typical preferences in any version of Allias' example (see, e.g., 
Problems 1 and 2) imply subcertainty for the relevant value of p. Applying 
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equation (1) to the prevalent preferences in Problems 1 and 2 yields, respectively, 

v (2,400) > 7T(.66)v (2,400) + 7T(.33)V (2,500), i.e., 

[1 - 7T(.66]v (2,400) > 7T(.33)V (2,500) and 

v G 33)v (2,500) > 7T(.34)v (2,400); hence, 

1- 7(.66) > 7v(.34), or 7v(.66) + i(.34) < 1. 

Applying the same analysis to Allais' original example yields 7T(.89) + 7T(.1 1) < 1, 
and some data reported by MacCrimmon and Larsson [28] imply subcertainty for 
additional values of p. 

The slope of 7T in the interval (0, 1) can be viewed as a measure of the sensitivity 
of preferences to changes in probability. Subcertainty entails that 7T is regressive 
with respect to p, i.e., that preferences are generally less sensitive to variations of 
probability than the expectation principle would dictate. Thus, subcertainty 
captures an essential element of people's attitudes to uncertain events, namely 
that the sum of the weights associated with complementary events is typically less 
than the weight associated with the certain event. 

Recall that the violations of the substitution axiom discussed earlier in this 
paper conform to the following rule: If (x, p) is equivalent to (y, pq) then (x, pr) is 
not preferred to (y, pqr), O < p, q, r 1. By equation (1), 

7T(p)v(x) = 7T(pq)v(y) implies 7T(pr)v (x) v 7T(pqr)v ( y); hence, 

7T(pq) 7(pqr) 

v (p) (pr) 

Thus, for a fixed ratio of probabilities, the ratio of the corresponding decision 
weights is closer to unity when the probabilities are low than when they are high. 
This property of v, called subproportionality, imposes considerable constraints on 
the shape of v: it holds if and only if log 7T is a convex function of log p. 

It is of interest to note that subproportionality together with the overweighting 
of small probabilities imply that 7T is subadditive over that range. Formally, it can 
be shown that if v (p) > p and subproportionality holds, then v (rp) > rir(p), 0 < 
r < 1, provided 7- is monotone and continuous over (0, 1). 

Figure 4 presents a hypothetical weighting function which satisfies overweight- 
ing and subadditivity for small values of p, as well as subcertainty and sub- 
proportionality. These properties entail that 7T is relatively shallow in the open 
interval and changes abruptly near the end-points where 7(0)= 0 and 7v(1) = 1. 
The sharp drops or apparent discontinuities of 7T at the endpoints are consistent 
with the notion that there is a limit to how small a decision weight can be attached 
to an event, if it is given any weight at all. A similar quantum of doubt could 
impose an upper limit on any decision weight that is less than unity. This quantal 
effect may reflect the categorical distinction between certainty and uncertainty. 
On the other hand, the simplification of prospects in the editing phase can lead the 
individual to discard events of extremely low probability and to treat events of 
extremely high probability as if they were certain. Because people are limited in 
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their ability to comprehend and evaluate extreme probabilities, highly unlikely 
events are either ignored or overweighted, and the difference between high 
probability and certainty is either neglected or exaggerated. Consequently, Ir is 
not well-behaved near the end-points. 

1.0 

0. 

Wj .5 

z 
CD) 

0 .5 1.0 

STATED PROBABILITY: p 

FIGURE 4.-A hypothetical weighting function. 

The following example, due to Zeckhauser, illustrates the hypothesized 
nonlinearity of ir. Suppose you are compelled to play Russian roulette, but are 
given the opportunity to purchase the removal of one bullet from the loaded gun. 
Would you pay as much to reduce the number of bullets from four to three as you 
would to reduce the number of bullets from one to zero? Most people feel that 
they would be willing to pay much more for a reduction of the probability of death 
from 1/6 to zero than for a reduction from 4/6 to 3/6. Economic considerations 
would lead one to pay more in the latter case, where the value of money 
is presumably reduced by the considerable probability that one will not live to 
enjoy it. 

An obvious objection to the assumption that v (p) ? p involves comparisons 
between prospects of the form (x, p; x, q) and (x, p'; x, q'), where p + q = p' + q' < 

1. Since any individual will surely be indifferent between the two prospects, it 
could be argued that this observation entails r(p) + ir(q) = vr(p') + ir(q'), which in 
turn implies that ir is the identity function. This argument is invalid in the present 
theory, which assumes that the probabilities of identical outcomes are combined 
in the editing of prospects. A more serious objection to the nonlinearity of ir 

involves potential violations of dominance. Suppose x > y > 0, p > p', and p + q = 

p'+q'< 1; hence, (x, p; y, q) dominates (x, p'; y, q'). If preference obeys 
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dominance, then 

orr(p)v (x) + r(q)v(y) > r1(p')v(x) + ir(q')v(y), 

or 

(P)-(P') v(y 
ir(q')-ir(q) v(x) 

Hence, as y approaches x, vr(p) - i(p') approaches 7r(q') - 7r(q). Since p - p' = 

q'- q, 7 must be essentially linear, or else dominance must be violated. 
Direct violations of dominance are prevented, in the present theory, by the 

assumption that dominated alternatives are detected and eliminated prior to the 
evaluation of prospects. However, the theory permits indirect violations of 
dominance, e.g., triples of prospects so that A is preferred to B, B is preferred to 
C, and C dominates A. For an example, see Raiffa [34, p. 75]. 

Finally, it should be noted that the present treatment concerns the simplest 
decision task in which a person chooses between two available prospects. We have 
not treated in detail the more complicated production task (e.g., bidding) where 
the decision maker generates an alternative that is equal in value to a given 
prospect. The asymmetry between the two options in this situation could intro- 
duce systematic biases. Indeed, Lichtenstein and Slovic [27] have constructed 
pairs of prospects A and B, such that people generally prefer A over B, but bid 
more for B than for A. This phenomenon has been confirmed in several studies, 
with both hypothetical and real gambles, e.g., Grether and Plott [20]. Thus, it 
cannot be generally assumed that the preference order of prospects can be 
recovered by a bidding procedure. 

Because prospect theory has been proposed as a model of choice, the inconsis- 
tency of bids and choices implies that the measurement of values and decision 
weights should be based on choices between specified prospects rather than on 
bids or other production tasks. This restriction makes the assessment of v and ir 

more difficult because production tasks are more convenient for scaling than pair 
comparisons. 

4. DISCUSSION 

In the final section we show how prospect theory accounts for observed 
attitudes toward risk, discuss alternative representations of choice problems 
induced by shifts of reference point, and sketch several extensions of the present 
treatment. 

Risk Attitudes 

The dominant pattern of preferences observed in Allais' example (Problems 1 
and 2) follows from the present theory iff 

rr(.33) v (2,400) r(.33) 
r(.34) v(2,500) 1-7r(.66)' 
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Hence, the violation of the independence axiom is attributed in this case to 
subcertainty, and more specifically to the inequality vr(.34) < 1- 7r(.66). This 
analysis shows that an Allais-type violation will occur whenever the v-ratio of the 
two non-zero outcomes is bounded by the corresponding rr-ratios. 

Problems 3 through 8 share the same structure, hence it suffices to consider one 
pair, say Problems 7 and 8. The observed choices in these problems are implied by 
the theory iff 

7r(.O01) v(3,000) 7r(.45) 
r(.002) v(6,000) r(.90)O 

The violation of the substitution axiom is attributed in this case to the sub- 
proportionality of 7r. Expected utility theory is violated in the above manner, 
therefore, whenever the v- ratio of the two outcomes is bounded by the respective 
7r- ratios. The same analysis applies to other violations of the substitution axiom, 
both in the positive and in the negative domain. 

We next prove that the preference for regular insurance over probabilistic 
insurance, observed in Problem 9, follows from prospect theory-provided the 
probability of loss is overweighted. That is, if (-x, p) is indifferent to (-y), then 
(-y) is preferred to (-x, p/2; -y, p/2; -y/2, 1-p). For simplicity, we define for 
x , 0, f(x) = -v(-x). Since the value function for losses is convex, f is a concave 
function of x. Applying prospect theory, with the natural extension of equation 2, 
we wish to show that 

v (p)f(x) = f(y) implies 

f(y) -f<f(y/2) + r(p/2)[f(y) -f(y/2)] + r(p/2)[f(x) -f(y/2)] 

= Vr(p/2)f(x) + ir(p/2)f(y) + [1 - 2ir(p/2)lf(y/2). 

Substituting for f(x) and using the concavity of f, it suffices to show that 

f(y) 7 (p/2) f(y) + 7r(p/2)f(y) +f(y)/2 - 7r(p/2)f(y) 
7T(p) 

or 

(p) /2 - 7r(p/2), which follows from the subadditivity of r. 

According to the present theory, attitudes toward risk are determined jointly by 
v and vr, and not solely by the utility function. It is therefore instructive to examine 
the conditions under which risk aversion or risk seeking are expected to occur. 
Consider the choice between the gamble (x, p) and its expected value (px). If 
x > 0, risk seeking is implied whenever ir(p) > v(px)/v (x), which is greater than p 
if the value function for gains is concave. Hence, overweighting (vr(p) > p) is 
necessary but not sufficient for risk seeking in the domain of gains. Precisely the 
same condition is necessary but not sufficient for risk aversion when x < 0. This 
analysis restricts risk seeking in the domain of gains and risk aversion in the 
domain of losses to small probabilities, where overweighting is expected to hold. 
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Indeed these are the typical conditions under which lottery tickets and insurance 
policies are sold. In prospect theory, the overweighting of small probabilities 
favors both gambling and insurance, while the S-shaped value function tends to 
inhibit both behaviors. 

Although prospect theory predicts both insurance and gambling for small 
probabilities, we feel that the present analysis falls far short of a fully adequate 
account of these complex phenomena. Indeed, there is evidence from both 
experimental studies [37], survey research [26], and observations of economic 
behavior, e.g., service and medical insurance, that the purchase of insurance often 
extends to the medium range of probabilities, and that small probabilities of 
disaster are sometimes entirely ignored. Furthermore, the evidence suggests that 
minor changes in the formulation of the decision problem can have marked effects 
on the attractiveness of insurance [37]. A comprehensive theory of insurance 
behavior should consider, in addition to pure attitudes toward uncertainty and 
money, such factors as the value of security, social norms of prudence, the 
aversiveness of a large number of small payments spread over time, information 
and misinformation regarding probabilities and outcomes, and many others. 
Some effects of these variables could be described within the present framework, 
e.g., as changes of reference point, transformations of the value function, or 
manipulations of probabilities or decision weights. Other effects may require the 
introduction of variables or concepts which have not been considered in this 
treatment. 

Shifts of Reference 

So far in this paper, gains and losses were defined by the amounts of money that 
are obtained or paid when a prospect is played, and the reference point was taken 
to be the status quo, or one's current assets. Although this is probably true for 
most choice problems, there are situations in which gains and losses are coded 
relative to an expectation or aspiration level that differs from the status quo. For 
example, an unexpected tax withdrawal from a monthly pay check is experien- 
ced as a loss, not as a reduced gain. Similarly, an entrepreneur who is weathering a 
slump with greater success than his competitors may interpret a small loss as a 
gain, relative to the larger loss he had reason to expect. 

The reference point in the preceding examples corresponded to an asset 
position that one had expected to attain. A discrepancy between the reference 
point and the current asset position may also arise because of recent changes in 
wealth to which one has not yet adapted [29]. Imagine a person who is involved in 
a business venture, has already lost 2,000 and is now facing a choice between a 
sure gain of 1,000 and an even chance to win 2,000 or nothing. If he has not yet 
adapted to his losses, he is likely to code the problem as a choice between 
(-2,000, .50) and (-1,000) rather than as a choice between (2,000,.50) and 
(1,000). As we have seen, the former representation induces more adventurous 
choices than the latter. 

A change of reference point alters the preference order for prospects. In 
particular, the present theory implies that a negative translation of a choice 
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problem, such as arises from incomplete adaptation to recent losses, increases risk 
seeking in some situations. Specifically, if a risky prospect (x, p; - y, 1-p) is just 
acceptable, then (x - z, p; - y - z, 1- p) is preferred over (- z) for x, y, z> 
0, with x>z. 

To prove this proposition, note that 

V(x, p; y, 1 -p) = 0 iff nr(p)v(x) = -X(1 -p)v(-y). 

Furthermore, 

V(x-z,p; -y-z, 1-p) 

= 7T(p)v(x-Z) + r(1 -p)v(-y -z) 

> r(p)v(x) - r(p)v(z) + ir(1 -p)v(- y) 

+ Tr(1 - p)v (- z) by the properties of v, 

=- r(1-p)V(-y)- V(p)V(Z) +7r(1-p)V(-y) 

+ ir(1 -p)v(-z) by substitution, 

=-ir(p)v(z) + ir(1 -p)v(-z) 

> v (-Z)[7(p) + Vr(1-p)] since v(-z) < -v(z), 

> v ( - z) by subcertainty. 

This analysis suggests that a person who has not made peace with his losses is likely 
to accept gambles that would be unacceptable to him otherwise. The well known 
observation [31] that the tendency to bet on long shots increases in the course of 
the betting day provides some support for the hypothesis that a failure to adapt to 
losses or to attain an expected gain induces risk seeking. For another example, 
consider an individual who expects to purchase insurance, perhaps because he has 
owned it in the past or because his friends do. This individual may code the 
decision to pay a premium y to protect against a loss x as a choice between 
(-x +y, p; y, 1 -p) and (0) rather than as a choice between (-x, p) and (-y). The 
preceding argument entails that insurance is likely to be more attractive in the 
former representation than in the latter. 

Another important case of a shift of reference point arises when a person 
formulates his decision problem in terms of final assets, as advocated in decision 
analysis, rather than in terms of gains and losses, as people usually do. In this 
case, the reference point is set to zero on the scale of wealth and the value function 
is likely to be concave everywhere [39]. According to the present analysis, this 
formulation essentially eliminates risk seeking, except for gambling with low 
probabilities. The explicit formulation of decision problems in terms of final assets 
is perhaps the most effective procedure for eliminating risk seeking in the domain 
of losses. 
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Many economic decisions involve transactions in which one pays money in 
exchange for a desirable prospect. Current decision theories analyze such prob- 
lems as comparisons between the status quo and an alternative state which 
includes the acquired prospect minus its cost. For example, the decision whether 
to pay 10 for the gamble (1,000,.01) is treated as a choice between 
(990,.01; -10,.99) and (0). In this analysis, readiness to purchase the positive 
prospect is equated to willingness to accept the corresponding mixed prospect. 

The prevalent failure to integrate riskless and risky prospects, dramatized in the 
isolation effect, suggests that people are unlikely to perform the operation of 
subtracting the cost from the outcomes in deciding whether to buy a gamble. 
Instead, we suggest that people usually evaluate the gamble and its cost 
separately, and decide to purchase the gamble if the combined value is positive. 
Thus, the gamble (1,000,.01) will be purchased for a price of 10 if X 

(.O1)v(1,000)+v(-10)>0. 
If this hypothesis is correct, the decision to pay 10 for (1,000, .0 1), for example, 

is no longer equivalent to the decision to accept the gamble (990, .01; -10, .99). 
Furthermore, prospect theory implies that if one is indifferent between (x (1- 
p), p; -px, 1 -p) and (0) then one will not pay px to purchase the prospect (x, p). 
Thus, people are expected to exhibit more risk seeking in deciding whether to 
accept a fair gamble than in deciding whether to purchase a gamble for a fair price. 
The location of the reference point, and the manner in which'choice problems are 
coded and edited emerge as critical factors in the analysis of decisions. 

Extensions 

In order to encompass a wider range of decision problems, prospect theory 
should be extended in several directions. Some generalizations are immediate; 
others require further development. The extension of equations (1) and (2) to 
prospects with any number of outcomes is straightforward. When the number of 
outcomes is large, however, additional editing operations may be invoked to 
simplify evaluation. The manner in which complex options, e.g., compound 
prospects, are reduced to simpler ones is yet to be investigated. 

Although the present paper has been concerned mainly with monetary 
outcomes, the theory is readily applicable to choices involving other attributes, 
e.g., quality of life or the number of lives that could be lost or saved as a 
consequence of a policy decision. The main properties of the proposed value 
function for money should apply to other attributes as well. In particular, we 
expect outcomes to be coded as gains or losses relative to a neutral reference 
point, and losses to loom larger than gains. 

The theory can also be extended to the typical situation of choice, where the 
probabilities of outcomes are not explicitly given. In such situations, decision 
weights must be attached to particular events rather than to stated probabilities, 
but they are expected to exhibit the essential properties that were ascribed to the 
weighting function. For example, if A and B are complementary events and 
neither is certain, 7r(A) + 7r(B) should be less than unity-a natural analogue to 
subcertainty. 
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The decision weight associated with an event will depend primarily on the 
perceived likelihood of that event, which could be subject to major biases [45]. In 
addition, decision weights may be affected by other considerations, such as 
ambiguity or vagueness. Indeed, the work of Ellsberg [10] and Fellner [12] implies 
that vagueness reduces decision weights. Consequently, subcertainty should be 
more pronounced for vague than for clear probabilities. 

The present analysis of preference between risky options has developed two 
themes. The first theme concerns editing operations that determine how prospects 
are perceived. The second theme involves the judgmental principles that govern 
the evaluation of gains and losses and the weighting of uncertain outcomes. 
Although both themes should be developed further, they appear to provide a 
useful framework for the descriptive analysis of choice under risk. 

The University of British Columbia 
and 

Stanford University 

Manuscript received November, 1977; final revision received March, 1978. 

APPENDIX2 

In this appendix we sketch an axiomatic analysis of prospect theory. Since a complete self-contained 
treatment is long and tedious, we merely outline the essential steps and exhibit the key ordinal 
properties needed to establish the bilinear representation of equation (1). Similar methods could be 

extended to axiomatize equation (2). 
Consider the set of all regular prospects of the form (x, p; y, q) with p + q < 1. The extension to 

regular prospects with p + q = 1 is straightforward. Let denote the relation of preference between 

prospects that is assumed to be connected, symmetric and transitive, and let = denote the associated 

relation of indifference. Naturally, (x, p; y, q) (y, q; x, p). We also assume, as is implicit in our 

notation, that (x, p; 0, q) - (x, p; 0, r), and (x, p; y, 0) = (x, p; z, 0). That is, the null outcome and the 

impossible event have the property of a multiplicative zero. 
Note that the desired representation (equation (1)) is additive in the probability-outcome pairs. 

Hence, the theory of additive conjoint measurement can be applied to obtain a scale V which 

preserves the preference order, and interval scales f and g in two arguments such that 

V(x, p; y, q) = f(x, p)+g(y, q). 

The key axioms used to derive this representation are: 
Independence: (x,p; y,q)-(x, p; y'q') iff (x',p'; y, q)(x', p'; y',q'). 
Cancellation: If (x, p; y'q') (x', p'; y, q) and (x', p'; y", q")>(x", p"; y', q'), then (x, p; y", q")> 

(x", p"; y, q). 
Solvability: If (x, p; y, q) (z, r) - (x, p; y' q') for some outcome z and probability r, then there exist 

y", q" such that 

(x, p; y"q") = (z, r). 

It has been shown that these conditions are sufficient to construct the desired additive represen- 
tation, provided the preference order is Archimedean [8,25]. Furthermore, since (x, p; y, q) 
(y, q; x, p), f(x, p) + g(y, q) = f(y, q) + g(x, p), and letting q = 0 yields f = g. 

Next, consider the set of all prospects of the form (x, p) with a single non-zero outcome. In this case, 
the bilinear model reduces to V(x, p) = rr(p)v(x). This is the multiplicative model, investigated in [351 
and [25]. To construct the multiplicative representation we assume that the ordering of the prob- 
ability-outcome pairs satisfies independence, cancellation, solvability, and the Archimedean axiom. In 

addition, we assume sign dependence [25] to ensure the proper multiplication of signs. It should be 

noted that the solvability axiom used in [35] and [25] must be weakened because the probability factor 

permits only bounded solvability. 
2 We are indebted to David H. Krantz for his help in the formulation of this section. 



290 D. KAHNEMAN AND A. TVERSKY 

Combining the additive and the multiplicative representations yields 

V(x, p; y, q) = f[,r(p) v(x)] + f[7rr(q) v(y)]. 

Finally, we impose a new distributivity axiom: 

(x, p; y, p) (z, p) iff (x, q; y, q) -(z, q). 

Applying this axiom to the above representation, we obtain 

f[ir(p)v(x)] +f[ir(p)v(y)] = f[rr(p)v(z)] 

implies 

f[Li(q)v(x)] +f[L7(q)v(y)] = f[r(q)v(z)]. 

Assuming, with no loss of generality, that ir(q) < ir(p), and letting a = 7r(p)v(x), ,B = ir(p)v(y), 
,y= ir(p)v(z), and 0=7i(q)/ir(p), yields f(a)+f(.8)=f(y) implies f(Oa)+f(O,8)=f(O9y) for all 
0<0<1. 

Because f is strictly monotonic we can set y = f '[f(a) +f(13)]. Hence, Oy = 0f 1[f(a) +f(3)] = 
F l[f(Oca) +f(013)]. 

The solution to this functional equation is f(a) = kac [1]. Hence, V(x, p; y, q) = 

k[L(p)v(x)]c + k[i(q)v( y)]Y, for some k, c > 0. The desired bilinear form is obtained by redefining the 
scales ir, v, and V so as to absorb the constants k and c. 
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Amos Tversky 
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Daniel Kahneman 
University of British Columbia 

Rational Choice and the 
Framing of Decisions* 

The modern theory of decision making under risk 
emerged from a logical analysis of games of 
chance rather than from a psychological analysis 
of risk and value. The theory was conceived as a 
normative model of an idealized decision maker, 
not as a description of the behavior of real peo- 
ple. In Schumpeter's words, it "has a much bet- 
ter claim to being called a logic of choice than a 
psychology of value" (1954, p. 1058). 

The use of a normative analysis to predict and 
explain actual behavior is defended by several 
arguments. First, people are generally thought to 
be effective in pursuing their goals, particularly 
when they have incentives and opportunities to 
learn from experience. It seems reasonable, 
then, to describe choice as a maximization pro- 
cess. Second, competition favors rational indi- 
viduals and organizations. Optimal decisions in- 
crease the chances of survival in a competitive 
environment, and a minority of rational individ- 
uals can sometimes impose rationality on the 

Alternative descrip- 
tions of a decision 
problem often give rise 
to different prefer- 
ences, contrary to the 
principle of invariance 
that underlies the ra- 
tional theory of choice. 
Violations of this the- 
ory are traced to the 
rules that govern the 
framing of decision and 
to the psychophysical 
principles of evaluation 
embodied in prospect 
theory. Invariance and 
dominance are obeyed 
when their application 
is transparent and often 
violated in other situa- 
tions. Because these 
rules are normatively 
essential but descrip- 
tively invalid, no the- 
ory of choice can be 
both normatively ade- 
quate and descriptively 
accurate. 

* This work was supported by contract N00014-84-K-0615 
from the Office of Naval Research to Stanford University. 
The present article reviews our work on decision making 
under risk from a new perspective, discussed primarily in the 
first and last sections. Most of the empirical demonstrations 
have been reported in earlier publications. Problems 3, 4, 7, 
8, and 12 are published here for the first time. Requests for 
reprints should be addressed to Amos Tversky, Department 
of Psychology, Stanford University, Stanford, California 
94705, or to Daniel Kahneman, Department of Psychology, 
University of California, Berkeley, California 94720. 
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whole market. Third, the intuitive appeal of the axioms of rational 
choice makes it plausible that the theory derived from these axioms 
should provide an acceptable account of choice behavior. 

The thesis of the present article is that, in spite of these a priori 
arguments, the logic of choice does not provide an adequate foundation 
for a descriptive theory of decision making. We argue that the devia- 
tions of actual behavior from the normative model are too widespread 
to be ignored, too systematic to be dismissed as random error, and too 
fundamental to be accommodated by relaxing the normative system. 
We first sketch an analysis of the foundations of the theory of rational 
choice and then show that the most basic rules of the theory are com- 
monly violated by decision makers. We conclude from these findings 
that the normative and the descriptive analyses cannot be reconciled. 
A descriptive model of choice is presented, which accounts for prefer- 
ences that are anomalous in the normative theory. 

I. A Hierarchy of Normative Rules 

The major achievement of the modern theory of decision under risk is 
the derivation of the expected utility rule from simple principles of 
rational choice that make no reference to long-run considerations (von 
Neumann and Morgenstern 1944). The axiomatic analysis of the foun- 
dations of expected utility theory reveals four substantive assump- 
tions-cancellation, transitivity, dominance, and invariance-besides 
the more technical assumptions of comparability and continuity. The 
substantive assumptions can be ordered by their normative appeal, 
from the cancellation condition, which has been challenged by many 
theorists, to invariance, which has been accepted by all. We briefly 
discuss these assumptions. 

Cancellation. The key qualitative property that gives rise to ex- 
pected utility theory is the "cancellation" or elimination of any state of 
the world that yields the same outcome regardless of one's choice. This 
notion has been captured by different formal properties, such as the 
substitution axiom of von Neumann and Morgenstern (1944), the ex- 
tended sure-thing principle of Savage (1954), and the independence 
condition of Luce and Krantz (1971). Thus, if A is preferred to B, then 
the prospect of winning A if it rains tomorrow (and nothing otherwise) 
should be preferred to the prospect of winning B if it rains tomorrow 
because the two prospects yield the same outcome (nothing) if there is 
no rain tomorrow. Cancellation is necessary to represent preference 
between prospects as the maximization of expected utility. The main 
argument for cancellation is that only one state will actually be real- 
ized, which makes it reasonable to evaluate the outcomes of options 
separately for each state. The choice between options should therefore 
depend only on states in which they yield different outcomes. 
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Transitivity. A basic assumption in models of both risky and risk- 
less choice is the transitivity of preference. This assumption is neces- 
sary and essentially sufficient for the representation of preference by 
an ordinal utility scale u such that A is preferred to B whenever u(A) > 
u(B). Thus transitivity is satisfied if it is possible to assign to each 
option a value that does not depend on the other available options. 
Transitivity is likely to hold when the options are evaluated separately 
but not when the consequences of an option depend on the alternative 
to which it is compared, as implied, for example, by considerations of 
regret. A common argument for transitivity is that cyclic preferences 
can support a "money pump," in which the intransitive person is 
induced to pay for a series of exchanges that returns to the initial 
option. 

Dominance. This is perhaps the most obvious principle of rational 
choice: if one option is better than another in one state and at least as 
good in all other states, the dominant option should be chosen. A 
slightly stronger condition-called stochastic dominance-asserts 
that, for unidimensional risky prospects, A is preferred to B if the 
cumulative distribution of A is to the right of the cumulative distribu- 
tion of B. Dominance is both simpler and more compelling than cancel- 
lation and transitivity, and it serves as the cornerstone of the normative 
theory of choice. 

Invariance. An essential condition for a theory of choice that 
claims normative status is the principle of invariance: different repre- 
sentations of the same choice problem should yield the same prefer- 
ence. That is, the preference between options should be independent of 
their description. Two characterizations that the decision maker, on 
reflection, would view as alternative descriptions of the same problem 
should lead to the same choice-even without the benefit of such 
reflection. This principle of invariance (or extensionality [Arrow 
1982]), is so basic that it is tacitly assumed in the characterization of 
options rather than explicitly stated as a testable axiom. For example, 
decision models that describe the objects of choice as random variables 
all assume that alternative representations of the same random vari- 
ables should be treated alike. Invariance captures the normative intui- 
tion that variations of form that do not affect the actual outcomes 
should not affect the choice. A related concept, called consequential- 
ism, has been discussed by Hammond (1985). 

The four principles underlying expected utility theory can be ordered 
by their normative appeal. Invariance and dominance seem essential, 
transitivity could be questioned, and cancellation has been rejected by 
many authors. Indeed, the ingenious counterexamples of Allais (1953) 
and Ellsberg (1961) led several theorists to abandon cancellation and 
the expectation principle in favor of more general representations. 
Most of these models assume transitivity, dominance, and invariance 
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(e.g., Hansson 1975; Allais 1979; Hagen 1979; Machina 1982; Quiggin 
1982; Weber 1982; Chew 1983; Fishburn 1983; Schmeidler 1984; Segal 
1984; Yaari 1984; Luce and Narens 1985). Other developments aban- 
don transitivity but maintain invariance and dominance (e.g., Bell 
1982; Fishburn 1982, 1984; Loomes and Sugden 1982). These theorists 
responded to observed violations of cancellation and transitivity by 
weakening the normative theory in order to retain its status as a de- 
scriptive model. However, this strategy cannot be extended to the 
failures of dominance and invariance that we shall document. Because 
invariance and dominance are normatively essential and descriptively 
invalid, a theory of rational decision cannot provide an adequate de- 
scription of choice behavior. 

We next illustrate failures of invariance and dominance and then 
review a descriptive analysis that traces these failures to the joint 
effects of the rules that govern the framing of prospects, the evaluation 
of outcomes, and the weighting of probabilities. Several phenomena of 
choice that support the present account are described. 

II. Failures of Invariance 

In this section we consider two illustrative examples in which the 
condition of invariance is violated and discuss some of the factors that 
produce these violations. 

The first example comes from a study of preferences between med- 
ical treatments (McNeil et al. 1982). Respondents were given statistical 
information about the outcomes of two treatments of lung cancer. The 
same statistics were presented to some respondents in terms of mortal- 
ity rates and to others in terms of survival rates. The respondents then 
indicated their preferred treatment. The information was presented as 
follows.' 

Problem 1 (Survival frame) 

Surgery: Of 100 people having surgery 90 live through the post- 
operative period, 68 are alive at the end of the first year and 34 are 
alive at the end of five years. 

Radiation Therapy: Of 100 people having radiation therapy all live 
through the treatment, 77 are alive at the end of one year and 22 are 
alive at the end of five years. 

Problem 1 (Mortality frame) 

Surgery: Of 100 people having surgery 10 die during surgery or the 
post-operative period, 32 die by the end of the first year and 66 die 
by the end of five years. 

1. All problems are presented in the text exactly as they were presented to the partici- 
pants in the experiments. 
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Radiation Therapy: Of 100 people having radiation therapy, none die 
during treatment, 23 die by the end of one year and 78 die by the end 
of five years. 

The inconsequential difference in formulation produced a marked ef- 
fect. The overall percentage of respondents who favored radiation 
therapy rose from 18% in the survival frame (N = 247) to 44% in the 
mortality frame (N = 336). The advantage of radiation therapy over 
surgery evidently looms larger when stated as a reduction of the risk of 
immediate death from 10% to 0% rather than as an increase from 90% 
to 100% in the rate of survival. The framing effect was not smaller for 
experienced physicians or for statistically sophisticated business stu- 
dents than for a group of clinic patients. 

Our next example concerns decisions between conjunctions of risky 
prospects with monetary outcomes. Each respondent made two 
choices, one between favorable prospects and one between unfavor- 
able prospects (Tversky and Kahneman 1981, p. 454). It was assumed 
that the two selected prospects would be played independently. 

Problem 2 (N = 150). Imagine that you face the following pair of 
concurrent decisions. First examine both decisions, then indicate 
the options you prefer. 

Decision (i) Choose between: 
A. a sure gain of $240 [84%] 
B. 25% chance to gain $1000 and 75% chance to gain nothing [16%] 

Decision (ii) Choose between: 
C. a sure loss of $750 [13%] 
D. 75% chance to lose $1000 and 25% chance to lose nothing [87%] 

The total number of respondents is denoted by N, and the percent- 
age who chose each option is indicated in brackets. (Unless otherwise 
specified, the data were obtained from undergraduate students at Stan- 
ford University and at the University of British Columbia.) The major- 
ity choice in decision i is risk averse, while the majority choice in 
decision ii is risk seeking. This is a common pattern: choices involving 
gains are usually risk averse, and choices involving losses are often 
risk seeking-except when the probability of winning or losing is small 
(Fishburn and Kochenberger 1979; Kahneman and Tversky 1979; Her- 
shey and Schoemaker 1980). 

Because the subjects considered the two decisions simultaneously, 
they expressed, in effect, a preference for the portfolio A and D over 
the portfolio B and C. However, the preferred portfolio is actually 
dominated by the rejected one! The combined options are as follows. 

A & D: 25% chance to win $240 and 75% chance to lose $760. 
B & C: 25% chance to win $250 and 75% chance to lose $750. 
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When the options are presented in this aggregated form, the domi- 
nant option is invariably chosen. In the format of problem 2, however, 
73% of respondents chose the dominated combination A and D, and 
only 3% chose B and C. The contrast between the two formats illus- 
trates a violation of invariance. The findings also support the general 
point that failures of invariance are likely to produce violations of 
stochastic dominance and vice versa. 

The respondents evidently evaluated decisions i and ii separately in 
problem 2, where they exhibited the standard pattern of risk aversion 
in gains and risk seeking in losses. People who are given these prob- 
lems are very surprised to learn that the combination of two prefer- 
ences that they considered quite reasonable led them to select a domi- 
nated option. The same pattern of results was also observed in a 
scaled-down version of problem 2, with real monetary payoff (see 
Tversky and Kahneman 1981, p. 458). 

As illustrated by the preceding examples, variations in the framing of 
decision problems produce systematic violations of invariance and 
dominance that cannot be defended on normative grounds. It is in- 
structive to examine two mechanisms that could ensure the invariance 
of preferences: canonical representations and the use of expected actu- 
arial value. 

Invariance would hold if all formulations of the same prospect were 
transformed to a standard canonical representation (e.g., a cumulative 
probability distribution of the same random variable) because the vari- 
ous versions would then all be evaluated in the same manner. In prob- 
lem 2, for example, invariance and dominance would both be pre- 
served if the outcomes of the two decisions were aggregated prior to 
evaluation. Similarly, the same choice would be made in both versions 
of the medical problem if the outcomes were coded in terms of one 
dominant frame (e.g., rate of survival). The observed failures of in- 
variance indicate that people do not spontaneously aggregate concur- 
rent prospects or transform all outcomes into a common frame. 

The failure to construct a canonical representation in decision prob- 
lems contrasts with other cognitive tasks in which such representations 
are generated automatically and effortlessly. In particular, our visual 
experience consists largely of canonical representations: objects do not 
appear to change in size, shape, brightness, or color when we move 
around them or when illumination varies. A white circle seen from a 
sharp angle in dim light appears circular and white, not ellipsoid and 
grey. Canonical representations are also generated in the process of 
language comprehension, where listeners quickly recode much of what 
they hear into an abstract propositional form that no longer discrimi- 
nates, for example, between the active and the passive voice and often 
does not distinguish what was actually said from what was implied or 
presupposed (Clark and Clark 1977). Unfortunately, the mental ma- 
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chinery that transforms percepts and sentences into standard forms 
does not automatically apply to the process of choice. 

Invariance could be satisfied even in the absence of a canonical 
representation if the evaluation of prospects were separately linear, or 
nearly linear, in probability and monetary value. If people ordered 
risky prospects by their actuarial values, invariance and dominance 
would always hold. In particular, there would be no difference between 
the mortality and the survival versions of the medical problem. Be- 
cause the evaluation of outcomes and probabilities is generally non- 
linear, and because people do not spontaneously construct canonical 
representations of decisions, invariance commonly fails. Normative 
models of choice, which assume invariance, therefore cannot provide 
an adequate descriptive account of choice behavior. In the next section 
we present a descriptive account of risky choice, called prospect the- 
ory, and explore its consequences. Failures of invariance are explained 
by framing effects that control the representation of options, in con- 
junction with the nonlinearities of value and belief. 

III. Framing and Evaluation of Outcomes 

Prospect theory distinguishes two phases in the choice process: a 
phase of framing and editing, followed by a phase of evaluation 
(Kahneman and Tversky 1979). The first phase consists of a prelimi- 
nary analysis of the decision problem, which frames the effective acts, 
contingencies, and outcomes. Framing is controlled by the manner in 
which the choice problem is presented as well as by norms, habits, and 
expectancies of the decision maker. Additional operations that are 
performed prior to evaluation include cancellation of common compo- 
nents and the elimination of options that are seen to be dominated by 
others. In the second phase, the framed prospects are evaluated, and 
the prospect of highest value is selected. The theory distinguishes two 
ways of choosing between prospects: by detecting that one dominates 
another or by comparing their values. 

For simplicity, we confine the discussion to simple gambles with 
numerical probabilities and monetary outcomes. Let (x, p; y, q) denote 
a prospect that yields x with probability p and y with probability q and 
that preserves the status quo with probability (1 - p - q). According 
to prospect theory, there are values v( ), defined on gains and losses, 
and decision weights r(.), defined on stated probabilities, such that the 
overall value of the prospect equals rr(p)v(x) + rr(q)v(y). A slight 
modification is required if all outcomes of a prospect have the same 
sign.2 

2. If p + q = 1 and either x > y > O or x < y < 0, the value of a prospect is given by 
v(y) + nr(p)[v(x) - v(y)], so that decision weights are not applied to sure outcomes. 
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The Value Function 

Following Markowitz (1952), outcomes are expressed in prospect the- 
ory as positive or negative deviations (gains or losses) from a neutral 
reference outcome, which is assigned a value of zero. Unlike Mar- 
kowitz, however, we propose that the value function is commonly S 
shaped, concave above the reference point, and convex below it, as 
illustrated in figure 1. Thus the difference in subjective value between a 
gain of $100 and a gain of $200 is greater than the subjective difference 
between a gain of $1,100 and a gain of $1,200. The same relation be- 
tween value differences holds for the corresponding losses. The pro- 
posed function expresses the property that the effect of a marginal 
change decreases with the distance from the reference point in either 
direction. These hypotheses regarding the typical shape of the value 
function may not apply to ruinous losses or to circumstances in which 
particular amounts assume special significance. 

A significant property of the value function, called loss aversion, is 
that the response to losses is more extreme than the response to gains. 
The common reluctance to accept a fair bet on the toss of a coin 
suggests that the displeasure of losing a sum of money exceeds the 
pleasure of winning the same amount. Thus the proposed value func- 
tion is (i) defined on gains and losses, (ii) generally concave for gains 
and convex for losses, and (iii) steeper for losses than for gains. These 
properties of the value function have been supported in many studies 
of risky choice involving monetary outcomes (Fishburn and Kochen- 
berger 1979; Kahneman and Tversky 1979; Hershey and Schoemaker 
1980; Payne, Laughhunn, and Crum 1980) and human lives (Tversky 
1977; Eraker and Sox 1981; Tversky and Kahneman 1981; Fischhoff 
1983). Loss aversion may also contribute to the observed discrepancies 
between the amount of money people are willing to pay for a good and 
the compensation they demand to give it up (Bishop and Heberlein 
1979; Knetsch and Sinden 1984). This effect is implied by the value 
function if the good is valued as a gain in the former context and as a 
loss in the latter. 

Framing Outcomes 

The framing of outcomes and the contrast between traditional theory 
and the present analysis are illustrated in the following problems. 

Problem 3 (N = 126): Assume yourself richer by $300 than you are 
today. You have to choose between 
a sure gain of $100 [72%] 
50% chance to gain $200 and 50% chance to gain nothing [28%] 

Problem 4 (N = 128): Assume yourself richer by $500 than you are 
today. You have to choose between 
a sure loss of $100 [36%] 
50% chance to lose nothing and 50% chance to lose $200 [64%] 
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As implied by the value function, the majority choice is risk averse in 
problem 3 and risk seeking in problem 4, although the two problems are 
essentially identical. In both cases one faces a choice between $400 for 
sure and an even chance of $500 or $300. Problem 4 is obtained from 
problem 3 by increasing the initial endowment by $200 and subtracting 
this amount from both options. This variation has a substantial effect 
on preferences. Additional questions showed that variations of $200 in 
initial wealth have little or no effect on choices. Evidently, preferences 
are quite insensitive to small changes of wealth but highly sensitive to 
corresponding changes in reference point. These observations show 
that the effective carriers of values are gains and losses, or changes in 
wealth, rather than states of wealth as implied by the rational model. 

The common pattern of preferences observed in problems 3 and 4 is 
of special interest because it violates not only expected utility theory 
but practically all other normatively based models of choice. In partic- 
ular, these data are inconsistent with the model of regret advanced by 
Bell (1982) and by Loomes and Sugden (1982) and axiomatized by 
Fishburn (1982). This follows from the fact that problems 3 and 4 yield 
identical outcomes and an identical regret structure. Furthermore, re- 
gret theory cannot accommodate the combination of risk aversion in 
problem 3 and risk seeking in problem 4-even without the corre- 
sponding changes in endowment that make the problems extensionally 
equivalent. 

VALUE 

LOSSES I GAINS 

FIG. 1.-A typical value function 
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Shifts of reference can be induced by different decompositions of 
outcomes into risky and riskless components, as in the above prob- 
lems. The reference point can also be shifted by a mere labeling of 
outcomes, as illustrated in the following problems (Tversky and 
Kahneman 1981, p. 453). 

Problem 5 (N = 152): Imagine that the U.S. is preparing for the 
outbreak of an unusual Asian disease, which is expected to kill 600 
people. Two alternative programs to combat the disease have been 
proposed. Assume that the exact scientific estimates of the conse- 
quences of the programs are as follows: 

If Program A is adopted, 200 people will be saved. [72%] 

If Program B is adopted, there is 1/3 probability that 600 people will 
be saved, and 2/3 probability that no people will be saved. [28%] 

In problem 5 the outcomes are stated in positive terms (lives saved), 
and the majority choice is accordingly risk averse. The prospect of 
certainly saving 200 lives is more attractive than a risky prospect of 
equal expected value. A second group of respondents was given the 
same cover story with the following descriptions of the alternative 
programs. 

Problem 6 (N = 155): 
If Program C is adopted 400 people will die. [22%] 

If Program D is adopted there is 1/3 probability that nobody will die, 
and 2/3 probability that 600 people will die. [78%] 

In problem 6 the outcomes are stated in negative terms (lives lost), and 
the majority choice is accordingly risk seeking. The certain death of 
400 people is less acceptable than a two-thirds chance that 600 people 
will die. Problems 5 and 6, however, are essentially identical. They 
differ only in that the former is framed in terms of the number of lives 
saved (relative to an expected loss of 600 lives if no action is taken), 
whereas the latter is framed in terms of the number of lives lost. 

On several occasions we presented both versions to the same re- 
spondents and discussed with them the inconsistent preferences 
evoked by the two frames. Many respondents expressed a wish to 
remain risk averse in the "lives saved" version and risk seeking in the 
"lives lost" version, although they also expressed a wish for their 
answers to be consistent. In the persistence of their appeal, framing 
effects resemble visual illusions more than computational errors. 

Discounts and Surcharges 

Perhaps the most distinctive intellectual contribution of economic anal- 
ysis is the systematic consideration of alternative opportunities. A ba- 
sic principle of economic thinking is that opportunity costs and out-of- 
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pocket costs should be treated alike. Preferences should depend only 
on relevant differences between options, not on how these differences 
are labeled. This principle runs counter to the psychological tendencies 
that make preferences susceptible to superficial variations in form. In 
particular, a difference that favors outcome A over outcome B can 
sometimes be framed either as an advantage of A or as a disadvantage 
of B by suggesting either B or A as the neutral reference point. Because 
of loss aversion, the difference will loom larger when A is neutral and 
B-A is evaluated as a loss than when B is neutral and A-B is evaluated 
as a gain. The significance of such variations of framing has been noted 
in several contexts. 

Thaler (1980) drew attention to the effect of labeling a difference 
between two prices as a surcharge or a discount. It is easier to forgo a 
discount than to accept a surcharge because the same price difference 
is valued as a gain in the former case and as a loss in the latter. Indeed, 
the credit card lobby is said to insist that any price difference between 
cash and card purchases should be labeled a cash discount rather than 
a credit surcharge. A similar idea could be invoked to explain why the 
price response to slack demand often takes the form of discounts or 
special concessions (Stigler and Kindahl 1970). Customers may be ex- 
pected to show less resistance to the eventual cancellation of such 
temporary arrangements than to outright price increases. Judgments of 
fairness exhibit the same pattern (Kahneman, Knetsch, and Thaler, in 
this issue). 

Schelling (1981) has described a striking framing effect in a context 
of tax policy. He points out that the tax table can be constructed by 
using as a default case either the childless family (as is in fact done) or, 
say, the modal two-child family. The tax difference between a childless 
family and a two-child family is naturally framed as an exemption (for 
the two-child family) in the first frame and as a tax premium (on the 
childless family) in the second frame. This seemingly innocuous differ- 
ence has a large effect on judgments of the desired relation between 
income, family size, and tax. Schelling reported that his students re- 
jected the idea of granting the rich a larger exemption than the poor in 
the first frame but favored a larger tax premium on the childless rich 
than on the childless poor in the second frame. Because the exemption 
and the premium are alternative labels for the same tax differences in 
the two cases, the judgments violate invariance. Framing the conse- 
quences of a public policy in positive or in negative terms can greatly 
alter its appeal. 

The notion of a money illusion is sometimes applied to workers' 
willingness to accept, in periods of high inflation, increases in nominal 
wages that do not protect their real income-although they would 
strenuously resist equivalent wage cuts in the absence of inflation. The 
essence of the illusion is that, whereas a cut in the nominal wage is 
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always recognized as a loss, a nominal increase that does not preserve 
real income may be treated as a gain. Another manifestation of the 
money illusion was observed in a study of the perceived fairness of 
economic actions (Kahneman, Knetsch, and Thaler, in press). Respon- 
dents in a telephone interview evaluated the fairness of the action 
described in the following vignette, which was presented in two ver- 
sions that differed only in the bracketed clauses. 

A company is making a small profit. It is located in a community 
experiencing a recession with substantial unemployment [but no 
inflation/and inflation of 12%]. The company decides to [decrease 
wages and salaries 7%/increase salaries only 5%] this year. 

Although the loss of real income is very similar in the two versions, the 
proportion of respondents who judged the action of the company "un- 
fair" or "very unfair" was 62% for a nominal reduction but only 22% 
for a nominal increase. 

Bazerman (1983) has documented framing effects in experimental 
studies of bargaining. He compared the performance of experimental 
subjects when the outcomes of bargaining were formulated as gains or 
as losses. Subjects who bargained over the allocation of losses more 
often failed to reach agreement and more often failed to discover a 
Pareto-optimal solution. Bazerman attributed these observations to the 
general propensity toward risk seeking in the domain of losses, which 
may increase the willingness of both participants to risk the negative 
consequences of a deadlock. 

Loss aversion presents an obstacle to bargaining whenever the par- 
ticipants evaluate their own concessions as losses and the concessions 
obtained from the other party as gains. In negotiating over missiles, for 
example, the subjective loss of security associated with dismantling a 
missile may loom larger than the increment of security produced by a 
similar action on the adversary's part. If the two parties both assign 
a two-to-one ratio to the values of the concessions they make and of 
those they obtain, the resulting four-to-one gap may be difficult to 
bridge. Agreement will be much easier to achieve by negotiators who 
trade in "bargaining chips" that are valued equally, regardless of 
whose hand they are in. In this mode of trading, which may be common 
in routine purchases, loss aversion tends to disappear (Kahneman and 
Tversky 1984). 

IV. The Framing and Weighting of Chance Events 

In expected-utility theory, the utility of each possible outcome is 
weighted by its probability. In prospect theory, the value of an uncer- 
tain outcome is multiplied by a decision weight w(p), which is a mono- 
tonic function of p but is not a probability. The weighting function wr 
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has the following properties. First, impossible events are discarded, 
that is, r(0) = 0, and the scale is normalized so that r(1) = 1, but the 
function is not well behaved near the end points (Kahneman and 
Tversky 1979). Second, for low probabilities, r(p) > p, but r(p) + 
wr (1 - p) c 1 (subcertainty). Thus low probabilities are overweighted, 
moderate and high probabilities are underweighted, and the latter ef- 
fect is more pronounced than the former. Third, ar(pr)l/r(p) < r(pqr)l 
-r(pq) for all 0 < p, q, r ' 1 (subproportionality). That is, for any fixed 
probability ratio r, the ratio of decision weights is closer to unity when 
the probabilities are low than when they are high, for example, r(. 1)/ 
-r(.2) > r(.4)/Ir(.8). A hypothetical weighting function that satisfies 
these properties is shown in figure 2. Its consequences are discussed in 
the next section.3 

Nontransparent Dominance 

The major characteristic of the weighting function is the overweighting 
of probability differences involving certainty and impossibility, for ex- 
ample, r(1.0) - r(.9) or r(. 1) - r(0), relative to comparable differ- 
ences in the middle of the scale, for example, r(.3) - r(.2). In particu- 
lar, for small p, wr is generally subadditive, for example, r(.01) + 
-r(.06) > r(.07). This property can lead to violations of dominance, as 
illustrated in the following pair of problems. 

Problem 7 (N = 88). Consider the following two lotteries, described 
by the percentage of marbles of different colors in each box and the 
amount of money you win or lose depending on the color of a ran- 
domly drawn marble. Which lottery do you prefer? 

Option A 
90% white 6% red 1% green 1% blue 2% yellow 
$0 win $45 win $30 lose $15 lose $15 

Option B 
90% white 6% red 1% green 1% blue 2% yellow 
$0 win $45 win $45 lose $10 lose $15 

It is easy to see that option B dominates option A: for every color the 
outcome of B is at least as desirable as the outcome of A. Indeed, all 

3. The extension of the present analysis to prospects with many (nonzero) outcomes 
involves two additional steps. First, we assume that continuous (or multivalued) distribu- 
tions are approximated, in the framing phase, by discrete distributions with a relatively 
small number of outcomes. For example, a uniform distribution on the interval (0, 90) 
may be represented by the discrete prospect (0, .1; 10, .1; . . .; 90, .1). Second, in the 
multiple-outcome case the weighting function, 7ap(pi), must depend on the probability 
vector p, not only on the component pi, i =1, . . ., n. For example, Quiggin (1982) uses 
the function urp(pi) = 7Tr(pi)/[7Tr(p1) + . . . + 7rT(Pn)]. As in the two-outcome case, the 
weighting function is assumed to satisfy subcertainty, 7ap(pj) + . . + 7p(Pn) C 1, and 
subproportionality. 
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respondents chose B over A. This observation is hardly surprising 
because the relation of dominance is highly transparent, so the domi- 
nated prospect is rejected without further processing. The next prob- 
lem is effectively identical to problem 7, except that colors yielding 
identical outcomes (red and green in B and yellow and blue in A) are 
combined. We have proposed that this operation is commonly per- 
formed by the decision maker if no dominated prospect is detected. 

Problem 8 (N = 124). Which lottery do you prefer? 

Option C 
90% white 6% red 1% green 3% yellow 
$0 win $45 win $30 lose $15 

Option D 
90% white 7% red 1% green 2% yellow 
$0 win $45 lose $10 lose $15 

The formulation of problem 8 simplifies the options but masks the 
relation of dominance. Furthermore, it enhances the attractiveness of 

1.0 

L IL 
w 
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0 

w 0 

0 .51.0 

STATED PROBABILITY: p 
FIG. 2.-A typical weighting function 
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C, which has two positive outcomes and one negative, relative to D, 
which has two negative outcomes and one positive. As an inducement 
to consider the options carefully, participants were informed that one- 
tenth of them, selected at random, would actually play the gambles 
they chose. Although this announcement aroused much excitement, 
58% of the participants chose the dominated alternative C. In answer 
to another question the majority of respondents also assigned a higher 
cash equivalent to C than to D. These results support the following 
propositions. (i) Two formulations of the same problem elicit different 
preferences, in violation of invariance. (ii) The dominance rule is 
obeyed when its application is transparent. (iii) Dominance is masked 
by a frame in which the inferior option yields a more favorable out- 
come in an identified state of the world (e.g., drawing a green marble). 
(iv) The discrepant preferences are consistent with the subadditivity of 
decision weights. The role of transparency may be illuminated by a 
perceptual example. Figure 3 presents the well-known Miiller-Lyer 
illusion: the top line appears longer than the bottom line, although it is 
in fact shorter. In figure 4, the same patterns are embedded in a rectan- 
gular frame, which makes it apparent that the protruding bottom line is 
longer than the top one. This judgment has the nature of an inference, 
in contrast to the perceptual impression that mediates judgment in 
figure 3. Similarly, the finer partition introduced in problem 7 makes it 
possible to conclude that option D is superior to C, without assessing 
their values. Whether the relation of dominance is detected depends on 
framing as well as on the sophistication and experience of the decision 
maker. The dominance relation in problems 8 and 1 could be transpar- 
ent to a sophisticated decision maker, although it was not transparent 
to most of our respondents. 

Certainty and Pseudocertainty 

The overweighting of outcomes that are obtained with certainty rela- 
tive to outcomes that are merely probable gives rise to violations of the 
expectation rule, as first noted by Allais (1953). The next series of 
problems (Tversky and Kahneman 1981, p. 455) illustrates the phe- 
nomenon discovered by Allais and its relation to the weighting of prob- 
abilities and to the framing of chance events. Chance events were 
realized by drawing a single marble from a bag containing a specified 
number of favorable and unfavorable marbles. To encourage thought- 
ful answers, one-tenth of the participants, selected at random, were 
given an opportunity to play the gambles they chose. The same respon- 
dents answered problems 9-11, in that order. 

Problem 9 (N = 77). Which of the following options do you prefer? 
A. a sure gain of $30 [78%] 
B. 80% chance to win $45 and 20% chance to win nothing [22%] 
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Problem 10 (N = 81). Which of the following options do you prefer? 
C. 25% chance to win $30 and 75% chance to win nothing [42%] 
D. 20% chance to win $45 and 80% chance to win nothing [58%] 

Note that problem 10 is obtained from problem 9 by reducing the 
probabilities of winning by a factor of four. In expected utility theory a 
preference for A over B in problem 9 implies a preference for C over D 
in problem 10. Contrary to this prediction, the majority preference 
switched from the lower prize ($30) to the higher one ($45) when the 
probabilities of winning were substantially reduced. We called this 
phenomenon the certainty effect because the reduction of the probabil- 
ity of winning from certainty to .25 has a greater effect than the corre- 
sponding reduction from .8 to .2. In prospect theory, the modal choice 
in problem 9 implies v(45)ir(.80) < v(30)Tr(1.0), whereas the modal 
choice in problem 10 implies v(45)wr(.20) > v(30)Tr(.25). The observed 
violation of expected utility theory, then, is implied by the curvature of 
7F (see fig. 2) if 

*V(.20) > v(30) > rr(.80) 
'u(.25) v(45) *r(1.0) 

Allais's problem has attracted the attention of numerous theorists, 
who attempted to provide a normative rationale for the certainty effect 
by relaxing the cancellation rule (see, e.g., Allais 1979; Fishburn 1982, 
1983; Machina 1982; Quiggin 1982; Chew 1983). The following problem 

FIG. 3.-The Muller-Lyer illusion 
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illustrates a related phenomenon, called the pseudocertainty effect, 
that cannot be accommodated by relaxing cancellation because it also 
involves a violation of invariance. 

Problem 11 (N = 85): Consider the following two stage game. In the 
first stage, there is a 75% chance to end the game without winning 
anything, and a 25% chance to move into the second stage. If you 
reach the second stage you have a choice between: 

E. a sure win of $30 [74%] 
F. 80% chance to win $45 and 20% chance to win nothing [26%] 

Your choice must be made before the outcome of the first stage is 
known. 

Because there is one chance in four to move into the second stage, 
prospect E offers a .25 probability of winning $30, and prospect F 
offers a .25 x .80 = .20 probability of winning $45. Problem 11 is 
therefore identical to problem 10 in terms of probabilities and out- 

FIG. 4.-A transparent version of the Muller-Lyer illusion 
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comes. However, the preferences in the two problems differ: most 
subjects made a risk-averse choice in problem 11 but not in problem 10. 
We call this phenomenon the pseudocertainty effect because an out- 
come that is actually uncertain is weighted as if it were certain. The 
framing of problem 11 as a two-stage game encourages respondents to 
apply cancellation: the event of failing to reach the second stage is 
discarded prior to evaluation because it yields the same outcomes in 
both options. In this framing problems 11 and 9 are evaluated alike. 

Although problems 10 and 11 are identical in terms of final outcomes 
and their probabilities, problem 11 has a greater potential for inducing 
regret. Consider a decision maker who chooses F in problem 11, 
reaches the second stage, but fails to win the prize. This individual 
knows that the choice of E would have yielded a gain of $30. In prob- 
lem 10, on the other hand, an individual who chooses D and fails to win 
cannot know with certainty what the outcome of the other choice 
would have been. This difference could suggest an alternative interpre- 
tation of the pseudocertainty effect in terms of regret (e.g., Loomes 
and Sugden 1982). However, the certainty and the pseudocertainty 
effects were found to be equally strong in a modified version of prob- 
lems 9-11 in which opportunities for regret were equated across prob- 
lems. This finding does not imply that considerations of regret play no 
role in decisions. (For examples, see Kahneman and Tversky [1982, p. 
710].) It merely indicates that Allais's example and the pseudocertainty 
effect are primarily controlled by the nonlinearity of decision weights 
and the framing of contingencies rather than by the anticipation of 
regret.4 

The certainty and pseudocertainty effects are not restricted to mone- 
tary outcomes. The following problem illustrates these phenomena in a 
medical context. The respondents were 72 physicians attending a meet- 
ing of the California Medical Association. Essentially the same pattern 
of responses was obtained from a larger group (N = 180) of college 
students. 

Problem 12 (N = 72). In the treatment of tumors there is sometimes 
a choice between two types of therapies: (i) a radical treatment such 
as extensive surgery, which involves some risk of imminent death, 

4. In the modified version-problems 9'-11 -the probabilities of winning were gen- 
erated by drawing a number from a bag containing 100 sequentially numbered tickets. In 
problem 10', the event associated with winning $45 (drawing a number between one and 
20) was included in the event associated with winning $30 (drawing a number between 
one and 25). The sequential setup of problem 11 was replaced by the simultaneous play of 
two chance devices: the roll of a die (whose outcome determines whether the game is on) 
and the drawing of a numbered ticket from a bag. The possibility of regret now exists in 
all three problems, and problem 10' and 11' no longer differ in this respect because a 
decision maker would always know the outcomes of alternative choices. Consequently, 
regret theory cannot explain either the certainty effect (9' vs. 10') or the pseudocertainty 
effect (10' vs. 11') observed in the modified problems. 
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(ii) a moderate treatment, such as limited surgery or radiation ther- 
apy. Each of the following problems describes the possible outcome 
of two alternative treatments, for three different cases. In consider- 
ing each case, suppose the patient is a 40-year-old male. Assume 
that without treatment death is imminent (within a month) and that 
only one of the treatments can be applied. Please indicate the treat- 
ment you would prefer in each case. 

Case 1 

Treatment A: 20% chance of imminent death and 80% chance of 
normal life, with an expected longevity of 30 years. [35%] 

Treatment B: certainty of a normal life, with an expected longev- 
ity of 18 years. [65%] 

Case 2 

Treatment C: 80% chance of imminent death and 20% chance of 
normal life, with an expected longevity of 30 years. [68%] 

Treatment D: 75% chance of imminent death and 25% chance of 
normal life, with an expected longevity of 18 years. [32%] 

Case 3 

Consider a new case where there is a 25% chance that the tumor is 
treatable and a 75% chance that it is not. If the tumor is not 
treatable, death is imminent. If the tumor is treatable, the out- 
comes of the treatment are as follows: 

Treatment E: 20% chance of imminent death and 80% chance of 
normal life, with an expected longevity of 30 years. [32%] 

Treatment F: certainty of normal life, with an expected longevity 
of 18 years. [68%] 

The three cases of this problem correspond, respectively, to prob- 
lems 9-11, and the same pattern of preferences is observed. In case 1, 
most respondents make a risk-averse choice in favor of certain survival 
with reduced longevity. In case 2, the moderate treatment no longer 
ensures survival, and most respondents choose the treatment that of- 
fers the higher expected longevity. In particular, 64% of the physicians 
who chose B in case 1 selected C in case 2. This is another example of 
Allais's certainty effect. 

The comparison of cases 2 and 3 provides another illustration of 
pseudocertainty. The cases are identical in terms of the relevant out- 
comes and their probabilities, but the preferences differ. In particular, 
56% of the physicians who chose C in case 2 selected F in case 3. The 
conditional framing induces people to disregard the event of the tumor 
not being treatable because the two treatments are equally ineffective 
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in this case. In this frame, treatment F enjoys the advantage of 
pseudocertainty. It appears to ensure survival, but the assurance is 
conditional on the treatability of the tumor. In fact, there is only a .25 
chance of surviving a month if this option is chosen. 

The conjunction of certainty and pseudocertainty effects has 
significant implications for the relation between normative and descrip- 
tive theories of choice. Our results indicate that cancellation is actually 
obeyed in choices-in those problems that make its application trans- 
parent. Specifically, we find that people make the same choices in 
problems 11 and 9 and in cases 3 and 1 of problem 12. Evidently, 
people "cancel" an event that yields the same outcomes for all op- 
tions, in two-stage or nested structures. Note that in these examples 
cancellation is satisfied in problems that are formally equivalent to 
those in which it is violated. The empirical validity of cancellation 
therefore depends on the framing of the problems. 

The present concept of framing originated from the analysis of Al- 
lais's problems by Savage (1954, pp. 101-4) and Raiffa (1968, pp. 80- 
86), who reframed these examples in an attempt to make the applica- 
tion of cancellation more compelling. Savage and Raiffa were right: 
naive respondents indeed obey the cancellation axiom when its appli- 
cation is sufficiently transparent.5 However, the contrasting prefer- 
ences in different versions of the same choice (problems 10 and 11 and 
cases 2 and 3 of problem 12) indicate that people do not follow the same 
axiom when its application is not transparent. Instead, they apply (non- 
linear) decision weights to the probabilities as stated. The status of 
cancellation is therefore similar to that of dominance: both rules are 
intuitively compelling as abstract principles of choice, consistently 
obeyed in transparent problems and frequently violated in nontrans- 
parent ones. Attempts to rationalize the preferences in Allais's ex- 
ample by discarding the cancellation axiom face a major difficulty: they 
do not distinguish transparent formulations in which cancellation is 
obeyed from nontransparent ones in which it is violated. 

V. Discussion 

In the preceding sections we challenged the descriptive validity of the 
major tenets of expected utility theory and outlined an alternative ac- 
count of risky choice. In this section we discuss alternative theories 

5. It is noteworthy that the conditional framing used in problems 11 and 12 (case 3) is 
much more effective in eliminating the common responses to Allais's paradox than the 
partition framing introduced by Savage (see, e.g., Slovic and Tversky 1974). This is 
probably due to the fact that the conditional framing makes it clear that the critical 
options are identical-after eliminating the state whose outcome does not depend on 
one's choice (i.e., reaching the second stage in problem 11, an untreatable tumor in 
problem 12, case 3). 
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and argue against the reconciliation of normative and descriptive anal- 
yses. Some objections of economists to our analysis and conclusions 
are addressed. 

Descriptive and Normative Considerations 

Many alternative models of risky choice, designed to explain the ob- 
served violations of expected utility theory, have been developed in 
the last decade. These models divide into the following four classes. (i) 
Nonlinear functionals (e.g., Allais 1953, 1979; Machina 1982) are ob- 
tained by eliminating the cancellation condition altogether. These mod- 
els do not have axiomatizations leading to a (cardinal) measurement of 
utility, but they impose various restrictions (i.e., differentiability) on 
the utility functional. (ii) The expectations quotient model (ax- 
iomatized by Chew and MacCrimmon 1979; Weber 1982; Chew 1983; 
Fishburn 1983) replaces cancellation by a weaker substitution axiom 
and represents the value of a prospect by the ratio of two linear func- 
tionals. (iii) Bilinear models with nonadditive probabilities (e.g., 
Kahneman and Tversky 1979; Quiggin 1982; Schmeidler 1984; Segal 
1984; Yaari 1984; Luce and Narens 1985) assume various restricted 
versions of cancellation (or substitution) and construct a bilinear repre- 
sentation in which the utilities of outcomes are weighted by a nonaddi- 
tive probability measure or by some nonlinear transform of the proba- 
bility scale. (iv) Nontransitive models represent preferences by a 
bivariate utility function. Fishburn (1982, 1984) axiomatized such mod- 
els, while Bell (1982) and Loomes and Sugden (1982) interpreted them 
in terms of expected regret. For further theoretical developments, see 
Fishburn (1985). 

The relation between models and data is summarized in table 1. The 
stub column lists the four major tenets of expected utility theory. Col- 
umn 1 lists the major empirical violations of these tenets and cites a few 
representative references. Column 2 lists the subset of models dis- 
cussed above that are consistent with the observed violations. 

TABLE 1 Summary of Empirical Violations and Explanatory Models 

Tenet Empirical Violation Explanatory Model 

Cancellation Certainty effect (Allais 1953, 1979; Kahneman and All models 
Tversky 1979) (problems 9-10, and 12 [cases I 
and 21) 

Transitivity Lexicographic semiorder (Tversky 1969) Bivariate models 
Preference reversals (Slovic and Lichtenstein 1983) 

Dominance Contrasting risk attitudes (problem 2) Prospect theory 
Subadditive decision weights (problem 8) 

Invariance Framing effects (Problems 1, 3-4, 5-6, 7-8, 10-11, Prospect theory 
and 12) 
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The conclusions of table 1 may be summarized as follows. First, all 
the above models (as well as some others) are consistent with the 
violations of cancellation produced by the certainty effect.6 Therefore, 
Allais's "paradox" cannot be used to compare or evaluate competing 
nonexpectation models. Second, bivariate (nontransitive) models are 
needed to explain observed intransitivities. Third, only prospect the- 
ory can accommodate the observed violations of (stochastic) domi- 
nance and invariance. Although some models (e.g., Loomes and Sug- 
den 1982; Luce and Narens 1985) permit some limited failures of 
invariance, they do not account for the range of framing effects de- 
scribed in this article. 

Because framing effects and the associated failures of invariance are 
ubiquitous, no adequate descriptive theory can ignore these phenom- 
ena. On the other hand, because invariance (or extensionality) is nor- 
matively indispensable, no adequate prescriptive theory should permit 
its violation. Consequently, the dream of constructing a theory that is 
acceptable both descriptively and normatively appears unrealizable 
(see also Tversky and Kahneman 1983). 

Prospect theory differs from the other models mentioned above in 
being unabashedly descriptive and in making no normative claims. It is 
designed to explain preferences, whether or not they can be 
rationalized. Machina (1982, p. 292) claimed that prospect theory is 
"unacceptable as a descriptive model of behavior toward risk" be- 
cause it implies violations of stochastic dominance. But since the viola- 
tions of dominance predicted by the theory have actually been ob- 
served (see problems 2 and 8), Machina's objection appears invalid. 

Perhaps the major finding of the present article is that the axioms of 
rational choice are generally satisfied in transparent situations and 
often violated in nontransparent ones. For example, when the relation 
of stochastic dominance is transparent (as in the aggregated version of 
problem 2 and in problem 7), practically everyone selects the dominant 
prospect. However, when these problems are framed so that the rela- 
tion of dominance is no longer transparent (as in the segregated version 
of problem 2 and in problem 8), most respondents violate dominance, 
as predicted. These results contradict all theories that imply stochastic 
dominance as well as others (e.g., Machina 1982) that predict the same 
choices in transparent and nontransparent contexts. The same conclu- 
sion applies to cancellation, as shown in the discussion of pseudocer- 
tainty. It appears that both cancellation and dominance have normative 
appeal, although neither one is descriptively valid. 

The present results and analysis-particularly the role of transpar- 
ency and the significance of framing-are consistent with the concep- 

6. Because the present article focuses on prospects with known probabilities, we do 
not discuss the important violations of canceilation due to ambiguity (Ellsberg 1961). 
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tion of bounded rationality originally presented by Herbert Simon (see, 
e.g., Simon 1955, 1978; March 1978; Nelson and Winter 1982). Indeed, 
prospect theory is an attempt to articulate some of the principles of 
perception and judgment that limit the rationality of choice. 

The introduction of psychological considerations (e.g., framing) both 
enriches and complicates the analysis of choice. Because the framing 
of decisions depends on the language of presentation, on the context of 
choice, and on the nature of the display, our treatment of the process is 
necessarily informal and incomplete. We have identified several com- 
mon rules of framing, and we have demonstrated their effects on 
choice, but we have not provided a formal theory of framing. Further- 
more, the present analysis does not account for all the observed fail- 
ures of transitivity and invariance. Although some intransitivities (e.g., 
Tversky 1969) can be explained by discarding small differences in the 
framing phase, and others (e.g., Raiffa 1968, p. 75) arise from the 
combination of transparent and nontransparent comparisons, there are 
examples of cyclic preferences and context effects (see, e.g., Slovic, 
Fischhoff, and Lichtenstein 1982; Slovic and Lichtenstein 1983) that 
require additional explanatory mechanisms (e.g., multiple reference 
points and variable weights). An adequate account of choice cannot 
ignore these effects of framing and context, even if they are norma- 
tively distasteful and mathematically intractable. 

Bolstering Assumptions 

The assumption of rationality has a favored position in economics. It is 
accorded all the methodological privileges of a self-evident truth, a 
reasonable idealization, a tautology, and a null hypothesis. Each of 
these interpretations either puts the hypothesis of rational action be- 
yond question or places the burden of proof squarely on any alternative 
analysis of belief and choice. The advantage of the rational model is 
compounded because no other theory of judgment and decision can 
ever match it in scope, power, and simplicity. 

Furthermore, the assumption of rationality is protected by a formi- 
dable set of defenses in the form of bolstering assumptions that restrict 
the significance of any observed violation of the model. In particular, it 
is commonly assumed that substantial violations of the standard model 
are (i) restricted to insignificant choice problems, (ii) quickly elimi- 
nated by learning, or (iii) irrelevant to economics because of the cor- 
rective function of market forces. Indeed, incentives sometimes im- 
prove the quality of decisions, experienced decision makers often do 
better than novices, and the forces of arbitrage and competition can 
nullify some effects of error and illusion. Whether these factors ensure 
rational choices in any particular situation is an empirical issue, to be 
settled by observation, not by supposition. 
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It has frequently been claimed (see, e.g., Smith 1985) that the ob- 
served failures of rational models are attributable to the cost of think- 
ing and will thus be eliminated by proper incentives. Experimental 
findings provide little support for this view. Studies reported in the 
economic and psychological literature have shown that errors that are 
prevalent in responses to hypothetical questions persist even in the 
presence of significant monetary payoffs. In particular, elementary 
blunders of probabilistic reasoning (Grether 1980; Tversky and Kahne- 
man 1983), major inconsistencies of choice (Grether and Plott 1979; 
Slovic and Lichtenstein 1983), and violations of stochastic dominance 
in nontransparent problems (see problem 2 above) are hardly reduced 
by incentives. The evidence that high stakes do not always improve 
decisions is not restricted to laboratory studies. Significant errors of 
judgment and choice can be documented in real world decisions that 
involve high stakes and serious deliberation. The high rate of failures of 
small businesses, for example, is not easily reconcilied with the as- 
sumptions of rational expectations and risk aversion. 

Incentives do not operate by magic: they work by focusing attention 
and by prolonging deliberation. Consequently, they are more likely to 
prevent errors that arise from insufficient attention and effort than 
errors that arise from misperception or faulty intuition. The example of 
visual illusion is instructive. There is no obvious mechanism by which 
the mere introduction of incentives (without the added opportunity to 
make measurements) would reduce the illusion observed in figure 3, 
and the illusion vanishes-even in the absence of incentives-when 
the display is altered in figure 4. The corrective power of incentives 
depends on the nature of the particular error and cannot be taken for 
granted. 

The assumption of the rationality of decision making is often de- 
fended by the argument that people will learn to make correct decisions 
and sometimes by the evolutionary argument that irrational decision 
makers will be driven out by rational ones. There is no doubt that 
learning and selection do take place and tend to improve efficiency. As 
in the case of incentives, however, no magic is involved. Effective 
learning takes place only under certain conditions: it requires accurate 
and immediate feedback about the relation between the situational 
conditions and the appropriate response. The necessary feedback is 
often lacking for the decisions made by managers, entrepreneurs, and 
politicians because (i) outcomes are commonly delayed and not easily 
attributable to a particular action; (ii) variability in the environment 
degrades the reliability of the feedback, especially where outcomes of 
low probability are involved; (iii) there is often no information about 
what the outcome would have been if another decision had been taken; 
and (iv) most important decisions are unique and therefore provide 
little opportunity for learning (see Einhorn and Hogarth 1978). The 
conditions for organizational learning are hardly better. Learning 
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surely occurs, for both individuals and organizations, but any claim 
that a particular error will be eliminated by experience must be sup- 
ported by demonstrating that the conditions for effective learning are 
satisfied. 

Finally, it is sometimes argued that failures of rationality in individ- 
ual decision making are inconsequential because of the corrective ef- 
fects of the market (Knez, Smith, and Williams 1985). Economic 
agents are often protected from their own irrational predilections by 
the forces of competition and by the action of arbitrageurs, but there 
are situations in which this mechanism fails. Hausch, Ziemba, and 
Rubenstein (1981) have documented an instructive example: the mar- 
ket for win bets at the racetrack is efficient, but the market for bets on 
place and show is not. Bettors commonly underestimate the probabil- 
ity that the favorite will end up in second or third place, and this effect 
is sufficiently large to sustain a contrarian betting strategy with a posi- 
tive expected value. This inefficiency is found in spite of the high 
incentives, of the unquestioned level of dedication and expertise 
among participants in racetrack markets, and of obvious opportunities 
for learning and for arbitrage. 

Situations in which errors that are common to many individuals are 
unlikely to be corrected by the market have been analyzed by Hal- 
tiwanger and Waldman (1985) and by Russell and Thaler (1985). Fur- 
thermore, Akerlof and Yellen (1985) have presented their near- 
rationality theory, in which some prevalent errors in responding to 
economic changes (e.g., inertia or money illusion) will (i) have little 
effect on the individual (thereby eliminating the possibility of learning), 
(ii) provide no opportunity for arbitrage, and yet (iii) have large eco- 
nomic effects. The claim that the market can be trusted to correct the 
effect of individual irrationalities cannot be made without supporting 
evidence, and the burden of specifying a plausible corrective mecha- 
nism should rest on those who make this claim. 

The main theme of this article has been that the normative and the 
descriptive analyses of choice should be viewed as separate enter- 
prises. This conclusion suggests a research agenda. To retain the ra- 
tional model in its customary descriptive role, the relevant bolstering 
assumptions must be validated. Where these assumptions fail, it is 
instructive to trace the implications of the descriptive analysis (e.g., 
the effects of loss aversion, pseudocertainty, or the money illusion) for 
public policy, strategic decision making, and macroeconomic phenom- 
ena (see Arrow 1982; Akerlof and Yellen 1985). 
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